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A protein is defined as an indexed string of elements at each level in the hierarchy of protein
structure: sequence, secondary structure, super-secondary structure, etc. The elements, for
example, residues or secondary structure segments such as helices or B-strands, are
associated with a series of properties and can be involved in a number of relationships with
other elements. Element-by-element dissimilarity matrices are then computed and used in
the alignment procedure based on the sequence alignment algorithm of Needleman &
Wunsch, expanded by the simulated annealing technique to take into account relationships
as well as properties. The utility of this method for exploring the variability of various
aspects of protein structure and for comparing distantly related proteins is demonstrated by
multiple alignment of serine proteinases, aspartic proteinase lobes and globins.

1. Introduction

Protein evolution has led to families of structures
that have the same ‘““fold” at the level of super-
secondary structures, motifs, domains or entire
globular proteins (Richardson, 1977, 1981). The
thermodynamically stable arrangements available
to a polypeptide must satisfy a number of criteria,
such as hydrophobicity and close packing of the
protein interior and hydrogen bonding of peptide
amide and carbonyl functions that become inaccess-
ible to the aqueous environment. This is achieved
mainly through a-helices and f-sheets, which can be
close-packed in relatively few ways (Chothia, 1984).
Thus, in evolution, tertiary structure is more
conserved than the amino acid sequence and the
number of stable folds is limited at each level in the
hierarchical structure of proteins.

The consequences of this for protein modelling
have long been recognized. Closely related homo-
logous proteins of known three-dimensional struc-
tures can be used to model sequences of proteins of
unknown tertiary structures (Browne et al., 1969;
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Greer, 1981; for a review, see Blundell et al., 1987).
The basis of this modelling is the superposition of a
number of three-dimensional structures of homolo-
gous proteins in order to define topological equiva-
lence of amino acid residues (McLachlan, 1979,
1982; Schulz, 1980; KenKnight, 1984). This has
been developed into a systematic approach in which
several homologous structures can be used in
modelling the unknown (Sutcliffe et al., 1987a,b;
Blundell et al., 1988, Sali et al., 1990). Thus, rules
and procedures have been established to define the
relative positions of the conserved secondary struc-
tural elements (i.e. the framework: Sutcliffe et al.,
1987a), to select appropriate fragments for the vari-
able regions, which are often loops (Sibanda &
Thornton, 1985; Chothia et al., 1986; Sutcliffe, 1988;
Sibanda et al., 1989), and for the replacement of
side-chains (Sutcliffe et al., 1987b; Summers et al.,
1987; McGregor et al., 1987; M. S. Johnson, unpub-
lished results). In a parallel development, Jones &
Thirup (1986) have shown that modelling using
electron density during protein crystallography can
also be aided by selection of fragments from a series
of other proteins of known three-dimensional
structure.

However, although proteins within families have
the same tertiary fold, the secondary structural
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elements may undergo deformations and relative
translations and rotations to optimize packing of
side-chains that have mutated during evolution
(Lesk & Chothia, 1980). For certain divergent
families of proteins, the root-mean-square deviation
of superposed pairs has been shown to be related to
the sequence differences (for example, see Wistow et
al., 1983). General relationships between sequence
differences and root-mean-square differences of
superposed, homologous proteins have been
described by Chothia & Lesk (1986) and Hubbard &
Blundell (1987). The picture is complicated by the
fact that, for a family of homologous proteins, the
divergence of sequences and the increase in the root-
mean-square differences between equivalent atoms
are accompanied by a decrease in the percentage of
residues that can be considered to be equivalent by
direct superposition. Thus, for two proteins with
309 identity in sequence, the topologically equiva-
lent residues may have a root-mean-square differ-
ence of approximately 1'5A (1 A=01nm) and
comprise only 20 to 309 of the total number of
residues (Hubbard & Blundell, 1987; Johnson et al.,
1989). This may provide an insufficient framework
for modelling and emphasizes the requirement for
more flexible procedures for defining topological
equivalence.

The problem of defining topologically equivalent
residues in polypeptides that adopt distantly similar
folds was addressed more than a decade ago by
Rossmann, Remington, Matthews and their colla-
borators (for a review, see Matthews & Rossman,
1985). In the first approach (Rao & Rossmann,
1973; Eventoff & Rossmann, 1975; Rossmann &
Argos, 1975, 1976, 1977), the two structures are first
least-squares fitted using the initial set of equivalent
residues. The equivalences are then updated
according to both the distances between potentially
equivalent C* atoms and local-directions of the main
chain. The superposition and updating is repeated
until no increase in a number of equivalences can be
achieved. Alternatively, if no initial set of equiva-
lent residues can be obtained, an exhaustive search
for an initial superposition is made by system-
atically varying the three KEulerian angles that
determine the relative orientation of the two
structures.

In the second approach (Remington & Matthews,
1978, 1980), windows consisting of the conformation
of n contiguous residues in the first structure are
defined, and then compared locally by least-squares
fitting to every part of the second structure. This
gives a difference matrix representing the scores for
each of the (N—n+1) x (M—n+1) pairs of
segments where the two proteins have N and M
residues. The difference matrix can then be used to
infer the alignment of the two structures.

Both procedures allowed distantly related struc-
tures such as nucleotide binding proteins (Eventoff
& Rossmann, 1975; Rossmann & Argos, 1976, 1977),
cytochromes and globins (Rossmann & Argos, 1975,
1976, 1977; Argos & Rossmann, 1979), mammalian
and microbial serine proteinases (Remington &

Matthews, 1980) and vertebrate and phage lyso-
zymes (Rossmann & Argos, 1976, 1977; Remington
& Matthews, 1978, 1980; Matthews ef al., 1981) to be
systematically compared.

An alternative approach, in which secondary
structural elements, represented by vectors, are
compared, has been suggested by Murthy (1984).
This procedure provides an attractive simplification
to protein comparison as elements of secondary
structure (a-helices and f-strands) are rarely inter-
changed in folds of similar topology. The approach
has been used by Richards & Kundrot (1988), who
systematically ~ compared local relationships
between secondary structural elements in their
database search for a given secondary structure
pattern.

In fact, it may be advantageous for protein com-
parisons to operate simultaneously at several levels
in the hierarchy of the protein structure. The multi-
level representation of protein organization has
been exploited by Lathrop et al. (1987), who used
artificial intelligence procedures to find a predefined
hierarchical pattern in a given protein sequence.

In our approach to protein comparison, we first
define the protein as an indexed string of elements
that may exist at several levels in the protein hier-
archical organization: residue, secondary structure,
supersecondary structure, motif, domain or globular
structure. We then associate with every element
features that indicate a common fold. At each level,
the features compared could be properties or
relationships. Residue properties include sequence
identity, hydrophobicity, size of side-chain, charge,
etc. When three-dimensional structures are used in
the comparison, the residue properties might also
include local conformations, the orientation of side-
chains and main chains compared to the centre of
mass of the globular structure, accessibilities, ¢ and
i dihedral angles, positions in space and local main-
chain  directions in the least-squares-fitted
molecules. Equivalent properties concerning higher
levels of structure can also be aligned. These include
the nature of the secondary structure element 1, its
accessibility, the orientation of the vector defining
the helix or strand compared to the centre of mass
and the improper dihedral angle formed by
secondary structure elements 7—1,¢,¢+1. Com-
parison of all such properties can be incorporated in
a residue-by-residue weight matrix of Nx M
elements where N and M are the numbers of
residues in the two proteins compared. In this paper
we describe such weight matrices and show how the
optimal alignment can then be derived using the
dynamic programming approach of Needleman &
Wunsch (1970).

We also discuss the use of more powerful features
in comparisons at each level of the hierarchical
structure of proteins. We show how specific relation-
ships such as hydrogen bonding interactions or
packing relations, which tend to be conserved in
protein folds, can be used in alignment procedures.
However, a relationship affects more than one
element in a sequence and this makes the conven-
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Figure 1. Knowledge-based modelling of proteins. In
the learning part, one starts with the comparison of
proteins and fragments from databases of sequences and
structures. The results of this operation are the align-
ments of related proteins and their parts. In the 2nd step,
these alignments are then analysed and some knowledge
about protein structure is gained. This knowlege includes
rules that are later employed to improve the quality of
the comparison of proteins, which can be part of the
derivation of templates and which can also be used in
obtaining 3-dimensional (3D) constraints on the sequence
of the unknown. The application part of the knowledge-
based approach to protein modelling starts with the
construction of the template for the assumed fold of the
unknown. The template is, in fact, a generalized protein
defined in the same way as we defined the protein for the
purpose of comparison: a template is an indexed string of
elements that are associated with a number of features.
The difference between the template and the protein is
that the template summarizes the knowledge about all
known proteins conforming to the selected fold. In the
2nd step, the template is compared with the sequence of
the unknown and the alignment between the 2 is
obtained. In the 3rd step, this alignment and the rules of
protein structure are used to derive a list of spatial
constraints on the 3-dimensional structure of the
unknown. This list will include, for example, conserved
hydrogen bonds, invariable secondary structure,
constraints from application of the rules of protein struc-
ture on the sequence of the unknown, etc. In the 4th and
last step, the structure of the unknown is obtained by the
minimization of violations of the constraints from the
previous step. Procedures such as those developed for
constructing protein models from bounds on distances
obtained from 2D n.m.r. (2-dimensional nuclear magnetic
resonance) experiments (Crippen, 1977; Havel ef al., 1983;
Braun & Go, 1985) can be applied. Due to the nature of
the last modelling step, information from a variety of
both experimental and theoretical sources can be used in
addition to the knowledge from the known structures.
The areas that, in principle, could contribute to this
unified scheme of protein modelling include 2D-n.m.r.,
X-ray crystallography and molecular dynamics.

tional dynamic programming approach inapplic-
able. Instead, we describe how simulated annealing
optimization can be applied to provide an initial set
of equivalences based on relationships, and these
can then be introduced directly into the residue-by-
residue weight matrix.

Our main purpose for developing a new protein
comparison method is to apply it in the modelling of
proteins by homology and analogy. Knowledge-
based protein modelling can be defined as a predic-
tion of protein three-dimensional structure from the
amino acid sequence where the main source of infor-
mation comes from the exploration of the known
structures. In Figure 1, we propose a flow chart for
such an effort. The whole scheme can be divided
into two parts. The first part, learning, is concerned
with the acquisition of a general knowledge about
protein architecture, predominantly in the form of
rules. This is achieved by the comparison of known
proteins and their parts, both at the sequence and
structural level. The second part of the scheme,
application, describes how this knowledge is used to
model a particular protein. Again, comparison of a
sequence of an unknown with known homologous
structures is an important part of the structure
prediction.

The importance of the comparison approach
described here is that it demands as well as initiates
new methodologies for various steps of knowledge-
based protein modelling. In fact, it was the defini-
tion of the protein as a string of elements having
certain properties and being engaged in certain
relationships that guided the generalization of the
modelling by homology described above. Procedures
for each of the steps in Figure 1 will be described in
later papers.

2. Methods
(a) General definitions

We define a protein as an hierarchy of structures:
sequence, secondary structure, supersecondary structure,
motif, domain or entire protein. At each level in the
hierarchy we define a string of indexed elements (amino
acid residues, secondary structural segments, ete.) each of
which is associated with a series of properties and engaged
in a number of relationships with other elements at the
same level. Table 1 lists some of these features at the first
2 levels in the hierarchy of protein structure.

We define a normalized difference, "wifj, in a certain
feature f between the residues ¢ and j from the first and
second protein, respectively. We also define a scaling
factor p’, which determines a relative importance of
feature f used in the comparison. This then allows a
weighted sum W;; to be calculated as:

Wy=Y, (Z ZRTAD) p’"w@) (1)
1 P r

This summation runs over all levels of the hierarchy of the
structure (indicated by an index I). At each level, there
are terms for a number of features that are conveniently
classified into properties (superscript p) and relations
(superscript 7). It is this residue-by-residue weight matrix
# consisting of elements W;; that is used in the dynamic
programming procedure described by Needleman &
Wunsch (1970) to align the 2 proteins that are being
compared.

The original weights for individual features, wj;, are
defined in eqns (4) to (18). However, before applying
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Table 1
Some of the features that can be used in the
comparison of protein structures

Table 2
Features and some parameters used for the
alignments in this paper

Residues Segments Index Brief description w’ dl
Properties 1 Residue local fold 1:00 30A
Identity Secondary structure type 2 Residue type properties 100 20
Residue type properties Amphipathicity 3 Residue distance from MGC 040 604
Local conformation Improper dihedral angle 4 Side-chain orientation relative to 006  145°
Distance from gravity centre Distance from gravity centre MGC
Side-chain orientation Orientation relative to 5 Side-chain orientation relative to 0-03  145°
Main-chain orientation gravity centre main-chain
Solvent accessibility Solvent accessibility 6 Main-chain orientation relative to 006  145°
Position in space Position in space MGC
Orientation in space 7 Side-chain solvent accessibility 0025 1009,
Relations 10 Main-chain solvent accessibility 100 1009
H 14 Hydrogen bonding relationship 100 10
ydrogen bond . . .
: : 15 Residue identity 100 1.0
Distances to 1 or more Distances to 1 or more . IS
: . 17 Residue position in space 0-01 25 A
nearest neighbours nearest neighbours . o
: . . : : 18 ¢ dihedral angle 0-01 145
Disulphide bond Relative orientation of 2 or . o
Tonic bond more segments 19 ¥ dihedral angle 001 145
20 Main-chain directions 010 904

Hydrophobic cluster

Various features are represented by rows and different levels of
protein organization by columns. Only residue and secondary
structure levels are shown here. The term property is used for all
protein features that imply comparison of only 1 element from
each protein. Conversely, the term relationship is used for
features that imply explicit comparison of at least 2 elements
from each protein.

eqn (1), these weights are normalized using the following
common transformation:

L if wl < df
nf i wu 1f ij = %e
w)= o {dcf if wl, > df. @)

Parameter d/ is a cutoff constant that is usually set to a
random value of original weights w/; for feature f. This
transformation of original residue-by-residue weights was
introduced because it is convenient to know the upper
limit on the weight matrix elements W;; when choosing
gap penalties (section (d)(i), below) and when calculating
protein—protein distance scores (section (f), below). An
additional parameter is a scaling factor &’ whose only
function is to bring the differences in all features to the
same order of magnitude. For example, the difference in
angles ranges between 0 and 2n radians, whereas the
difference in the distances from the molecular centres of
gravity can be as big as a few 10s of dngstrom units.
Hence, scaling using «” is advantageous because it allows
easy application of weights p/ in eqn (1) specifically for
adjusting the relative importance of individual features.
The parameters associated with the features used for the
alignments in this paper are summarized in Table 2. A
particular choice of cutoff constants d/ has, in general, a
negligible influence on the alignment compared to the
feature scaling factors p’/, and was therefore not opti-
mized to obtain better results in this paper.

When calculating residue-by-residue weights wf; based
on features f of elements at levels higher than a residue
level, the following common equation is used:

iy if residues ¢ and j belong to segments

i y .
wlj = 1" and j 3)
if residues ¢ and j are not contained
d; in any segment.

For the definitions of the features and parameters w’ and df,
see Methods. MGC, molecular gravity centre.

Weight wl/, describes a difference in the feature f between
the two segments ¢’ and j', at the level , that include the
ith and jth residue from the first and second protein,
respectively.

Using both sequence and structural information, we
now proceed to define individual weights wy; at the residue
(sections (b)(i) to (b)(xiii), below) and secondary structure
levels (section (b)(xiv), below). We distinguish between
properties (section (b), below), which are features asso-
ciated with one element only, and relationships (section
(e), below), which are features associated with more than
one element. Then we describe a new simulated annealing
algorithm that aligns sequences of relationships (section
(e)(ii), below) and we consider our implementation of the
dynamic programming procedure of Needleman &
Wunsch (1970) (section (d)(i), below). Finally, we extend
the pairwise structural alignment to simultaneous com-
parison of several proteins (section (e), below) and show
how to use the information from the multiple alignment
to classify proteins (section (f), below).

(b) Properties
(i) Restdue identity
The term w is based on sequence information alone:

4)

wl — 0 if residues 5 and j are identical
Y701 if residues ¢ and J are not identical.
Using only this feature in the definition of the residue-by-
residue weight matrix %" (eqn (1)) would be analogous to
early sequence alignment methods that distinguish only
the residue identities (for example, see Needleman &
Wunsch, 1970).

(ii) Residue type properties

This term is based on the analysis by Argos (1987) of
residue properties for sequence alignment. He obtained a
combination of the 5 physico-chemical and statistical .
parameters that gave the best results. These properties
include the surrounding hydrophobicity (Manavalan &
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Ponnuswamy, 1978), turn preference (Palau et al., 1982),
residue bulk (Jones, 1975), residue refractivity index
(Jones, 1975) and antiparallel strand preference (Lifson &
Sander, 1979). They are presumably the most conserved
residue characteristics in evolution (Argos, 1987). We
define a residue type’s properties term w} ,. as a scaled
Euclidean distance between residue types ¢ and j in a
5-dimensional space of the 5 normalized properties:

5
wrzi,r‘j= / Z (xip_xjp)27 (5)
p=1

where a value for the normalized property p of a residue
type i, x;,, is calculated from the original values xj, as
follows:

zip = (X —T3)[0, p=1,2,...,5

Ni . __=1\2
G, = /——(”—;Vi‘!—)— p=1,2,...,5, N=20 (6)

9?;,=%Zf"=lx'ip p=1,2,...,5, N=20.
Indices ¢ and j code for the 2 amino acid residue types
compared. Indices r; and 7 are residue numbers in the 1st
and 2nd sequence, respectively. Twenty components of z,
are normalized to the distribution with a mean of 0 and a
root-mean-square deviation of 1.

The feature based on residue type properties was
defined to distinguish between residues in a more refined
way than does the sequence identity. A familiar example
of an equivalent sequence alignment technique is an
ALIGN program by Dayhoff et al. (1983) that employs
the MDM, 5, similarity matrix. In this paper, it was more
convenient to define a distance measure from scratch than
to transform the accepted MDM, s, similarity matrix into
the distance matrix. In any case, the cross-correlation
coefficient between the 2 is —0-65.

(iii) Residue local fold

This term describes the difference in local conformation
of 2 short chain segments, 1 from each of the proteins
compared. Segments are defined by a small number of
contiguous C* atoms on each side of the central C* atom.
The local fold term then applies to these central residues.
The difference w}; is defined on the basis of intra-segment
atomic distances:

. 1 (a—1)/2 ,
Wi =5 1Cist k= Car, jl- (7
Lk=—(a-1)2
k>1
—1>8
k—I<y

% is a protein distance matrix derived from positions of C*
atoms only. Parameter « is the length of a segment, which
should be at.least 5 and odd. Parameter f restricts the
sum only to the distances defined by C* atoms that are at
least f positions apart. Parameter y restricts the sum to
distances between C* atoms that are at most y residues
apart (y must be smaller than ). The usual values for
parameters o, f and y are 7, 2 and 6, respectively. N is the
number of terms in the summation.

(iv) Residue distance Sfrom molecular centre of gravity

The centre of gravity of the molecule is defined by
positional vectors X; of N C* atoms:

1 N
O =Ni=zl Xi'

Side chain
centre of gravity

Molecular
centre of gravity

Figure 2. Definition of orientation angles for main
chain and side-chain. Angle « describes the orientation of
the side-chain relative to the molecular centre of gravity,
angle B quantifies the orientation of the side-chain rela-
tive to the main chain, and angle y describes the orien-
tation of the main chain relative to the molecular centre
of gravity. This definition of orientation angles allows
comparison of 2 molecules that are not necessarily
superposed.

The vector from the molecular centre of §ravity to the ¢th
C* atom is: R;=X;—0. The term w;; describing the
difference in the distances from the centres of gravity is
then:

wy = R —[Rl. (8)

(v) Orientation of the side-chain relative to the molecular
centre of gravity

Side-chain direction, S, is defined by the vector from a
C* atom to the side-chain centre of gravity. This is
computed as a non-weighted mean of positions of all non-
hydrogen side-chain atoms, excluding the C* atom. The
orientation of the side-chain relative to the molecular
centre of gravity can then be defined as the angle, a,
between 2 vectors, the lst being the vector from the
molecular centre of gravity to the C* atom, G, and the
2nd being the, absolute side-chain direction S (Fig. 2):
cosa=(G-S)/(GS). The term wj; then describes the
difference between the 2 orientations of the side-chain
relative to the molecular centre of gravity:

wiy = lo;—arf]. 9)

Weight wf; is set to 0 when at least one of the residues
compared is Gly. The precise choice of this ‘‘zero”
constant has a minimal effect on the final alignment: an
equivalence of Gly in one protein to any ot the residues in
the other protein has the same score whatever the
constant and therefore no particular alignment is
favoured. If the constant is increased, the alignment can
be affected only as a result of the gap at Gly being
preferred but this was found to occur very rarely and the
simplest choice of zero was adopted.

(vi) Ortentation of the side-chain relative to the main chain

The main-chain direction at the Cf atom, M, is defined
by the vector from the C7_; to the C% , atom. The
orientation of the side-chain relative to main-chain can
then be defined as the angle, 8, between vectors M and}S
(Fig. 2). The term wa that describes the difference
between the 2 orientations of the side-chain relative to
main chain is:

wi; = |Bi—Bj- (10)
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Weight w]; is set to 0 when at least one of the residues
compared is Gly.

(vii) Orientation of the main chain relative to the molecular
centre of gravity

The orientation of the main chain relative to the
molecular centre of gravity can be defined as the angle, y,
between vectors G and M (Fig. 2). The term wf; then
describes the difference between the 2 orientations of the
main chain relative to the molecular centre of gravity:

wy = yi—7jl. (11)

(viii) Side-chain accessibility

The solvent contact areas for all atoms in a protein
were calculated using the algorithm of Richmond &
Richards (1978). Whether or not all ligands, domains and
subunits are included in these calculations depends on the
particular case. For example, comparison of the lobes
of aspartic proteinases does not improve with the addition
of the other lobe in the accessibility calculation. On
the other hand, the alignment of the nucleotide binding
domains of dehydrogenases might be improved by the
inclusion of the nucleotides when accessibilities are calcu-
lated. The solvent radius was 1-4 A. Side-chain access-
ibility calculations and normalization were carried out as
described by Hubbard & Blundell (1987). The normalized
side-chain accessibilities, of, which are comparable
between different residue types, were then used to define
the difference in side-chain accessibilities: :

wij = laj—aj. (12)
(ix) Residue main-chain accessibility
The definition of the difference in residue main-chain
accessibilities, w}jo, is based on that described above for a
difference in side-chain accessibilities, except that main-
chain accessibility, a, is substituted for side-chain
accessibility:

wi = lal'—aj". (13)

(x) Main-chain dihedral angle ¢
Given the dihedral angles ¢, and ¢; for the ith and jth
residue from the 1st and 2nd protein, respectively, the

difference in the main-chain dihedral angles ¢ is defined
as:

8 _ {1¢,~—¢;| it (g—g <180

U360°~ 1 — ) if [i— ] > 180°.

(xi) Main-chain dihedral angle

The term w/ for the Y dihedral angle is obtained using
an equation analogous to eqn (14) for the ¢ dihedral
angle: '

o _ JWi—yil if [; —yjl < 180°

v _{360°—Il//.-—n//;l if (p—y > 1800, (19

(xii) Absolute position in space

The 2 protein structures are first superposed by the
program MNYFIT (Sutcliffe et al., 1987a), which imple-
ments the least-squares superposition procedure of
McLachlan (1982). The weight reflecting the difference in
the position of residues i and j from the lst and 2nd
protein, respectively, is then defined as:

wl = R,~Rj, (16)

where R; and R; are positional vectors of the ith and jth
C* atoms from the lst and 2nd protein, respectively.

Using this feature enables the incorporation of informa-
tion from the least-squares-fitting approach to protein
comparison into our alignment method.

(xiii) Main-chain directions

The difference in directions of the vectors spanning C*
atoms within 2 segments that are centred at the ith and
Jjth residue of the lst and 2nd proteins, respectively, is
calculated using the co-ordinates of least-squares-fitted
structures. The weight is:

wi® =t +t,+t,, amn

where each of the ¢ terms is calculated using eqn (7),
wherein the matrices of corresponding orthogonal com-
ponents of the intramolecular distances are used instead
of the intramolecular distance matrix %.

(xiv) Properties of secondary structure elements

At the 2nd level in the hierarchy, we define elements
roughly as secondary structural units. For this, we
applied the following steps.

(1) Use the program DSSP for secondary structure
definition (Kabsch & Sander, 1983) to classify every
residue into 1 of the 4 types: helical (DSSP residue codes
L, H or G), B-strand (codes E and B), bend (codes S and T)
and extended (in DSSP coded by a blank).

(2) Define helical segments as all homogeneous
stretches where the number of consecutive residues of the
helical type is at least N, (usually 4). Define p-strands as
all stretches between bend or helical residues that contain
at least N (usually 3) residues of the B-strand type.
Define segments of the extended type as the remaining
stretches of at least N, (usually 4) residues that do not
contain any bend or helical residue.

(3) Test every segment that is at least as long as twice
its minimal length (see step (2)) for a quality of the least-
squares line through its C* atoms: select several positions
in the middle of a segment as a break to obtain 2 halves;
fit 2 least-squares lines to the C* atoms of each half; if the
angle or the'distance between the 2 least-squares lines for
any of the breaks is outside the allowed range (if smaller
then 150° for an angle, or greater then 3 A for a distance)
then the division of the segment into 2 segments is
retained; otherwise, the least-squares line through all C*
atoms, where projections of the terminal C* atoms deter-
mine the endpoints, is taken as a fair representative of the
segment’s position and orientation.

(4) Inspect the C* backbone and segments on a
graphics terminal and make appropriate changes to the
division if necessary. Most likely candidates are helices
that are frequently too short in the DSSP definition.
Recalculate least-squares lines and endpoints for the new
division.

In general, one treats the secondary structure elements
in a similar way as the lower level elements, the amino
acid residues. The properties include the type of the
secondary structure of the segment (helical, p-strand or
extended), improper dihedral angle of the segment defined
by segments ¢—1, ¢ and i+ 1, the average normalized side-
chain and main-chain accessibilities of the residues in the
segment, the distance and orientation of the segment with
respect to the molecular centre of gravity and position
and orientation of the segment when a molecule is in a
reference orientation obtained from the rigid-body super-
position of the structures compared.
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(c) Relationships
(i) Definitions of relationships

Relationships between residues, secondary structural
elements or higher-order elements of the protein structure
can be completely specified by several attributes. These
define the type of a relation, e.g. covalent or hydrogen
bond, and the type of elements, e.g. donor or acceptor of a
hydrogen bond. A further attribute defines the multipli-
city, e.g. a hydrogen bond is a binary relationship but
electrostatic and hydrophobic interactions might be
multiple. However, it is convenient to consider such
multiple relationships as a number of binary relations,
since this renders all relationships susceptible to a single
mathematical treatment. Finally, we define the strength
of the relation, e.g. the distance to a neighbour or the
energy of a hydrogen bond.

In most cases the attributes are easy to calculate. For
main-chain—main-chain hydrogen bonds, we used the
program DSSP (Kabsch & Sander, 1983) to generate
hydrogen atoms and compute the electrostatic energy of
the hydrogen bond. Every pair of a carbonyl oxygen atom
and an amide nitrogen atom with an energy less than E,
(usually —1-0 kcal/mol; 1 cal =4-184 J) was then defined
as a hydrogen bond. When bifurcated bonds were
obtained, only the one with the most favourable energy
was retained.

For hydrophobic relationships, we first flagged the
“hydrophobic”’ residues. Hydrophobic residues are
defined here as all residues of the type A, T, V, M, I, L, F,
W, H, C, K and Y whose fractional side-chain solvent
contact area is at most S, (usually 209%,). The potentially
hydrophobic residue types were obtained from the Venn
diagram classification of amino acid residues (Fig.3 of
Taylor, 1986). It may be noted that the inclusion of
residues such as histidine and lysine does not preclude
their classification as polar residues; this is a consequence
of the ambivalent nature of some of the residues with
regard to hydrophobicity. Additionally, not all leucine,
valine residues, ete., are “hydrophobic” according to this
definition, since a hydrophobic residue has to be buried
too. We then defined the pair of residues in a hydrophobic
relationship as every 2 hydrophobic residues that have at
least N, contacts (usually 1) between side-chain atoms at
a distance less than d,, (usually 4-5 A). The hydrophobic
residues next to each other in a sequence were treated
slightly differently in that the side-chain C* atoms were
not taken into account.

(ii) Combinatorial simulated annealing technique for
comparison of relationships

Although relationships such as hydrogen bonds are easy
to define, the identification of topological equivalence
based on the relationships is more problematical, as each
relationship involves at least 2 element-by-element
matches. For example, for a hydrogen bond between
residues a; and a, of protein 4 to be equivalent to a
hydrogen bond between b, and b, of protein B, residues a,
and b; as well as a, and b, must be equivalent.

In general, it is beyond the dynamic programming
algorithm of Needleman & Wunsch (1970) (section (d)(i),
below) to match relationships (for an explanation see the
legend to Fig. 3). Nevertheless, the dynamic programming
approach can be generalized for this alignment (Fig. 3).
However, contrary to the Needleman & Wunsch (1970)
case, fast evaluation of the dynamic programming
formula by N x N iteration (Needleman & Wunsch, 1970;
Sankoff & Kruskal, 1983) is not possible for the genera-
lized formula. The reason is the dependence of weights for

(a) Alignment of properties
Sequence A D-O-0-O—#-0--8-0—0—0-00
Sequence B 6—6—6—5—0—&—0—6—0—6—-

Dynamic programming formula for minimal distance between two sequences:

Oi=1,/) +g
O(ij) =ming 00~ /=1)+W(if)

(i, j=N)+g

g..Gap penalty
W...Weight matrix

(b) Alignment of relations

ﬁ e a b b
Sequerce A Redin Rt -84

Sequence B w i Y -

cdc d
Generalized dynamic programming formula:

OG-, iW=W) +g Wy~ W..Wchanged to W:
D () = min & D(/=1, j=1,WyW)+W (i,/) ¢ Change depends on a current

D, j~ 1, Wy-W)+g partial alignment :

Figure 3. Dynamic programming algorithms for align-
ment of sequences. (a) A sketch of the Needleman &
Wunsch (1970) dynamic programming algorithm that
takes into account residue properties to obtain the most
parsimonious alignment of 2 sequences. Different geo-
metrical symbols in the sequence stand for different
residue types. Broken lines indicate equivalences between
residues from the 2 sequences. (b) A generalization of the
dynamic programming algorithm that can include
relationships as well as properties into the comparison of
the 2 sequences. Relationships, for example hydrogen
bonds, are indicated by thin lines connecting 2 residues
within 1 sequence. To see why the generalization is
necessary for incorporation of relationships, consider this
example. Suppose that during the recursive evaluation of
a dynamic programming formula we had already equiva-
lenced residues @ and ¢ and we were about to make the
optimal selection between the following 3 alternatives:
(1) residue b is an insertion, (2) residues b and d are
equivalent and (3) residue d is an insertion. It is obvious
from the Figure that the match between residues a’ and ¢/,
which is only tmplied by the already assigned match
between a and ¢, must be considered during this selection,
even if residue ¢’ comes after residue d in the sequence B.
In this example, the implied equivalence between ¢’ and ¢’
prevents the match between b and d. These considerations
are sketched in the generalized formula where the residue-
by-residue weights in the matrix % are treated as
variables that depend on the current partial alignment.

an alignment of relationships on the already assigned
equivalences. As a result, the generalized formula has to
be evaluated by a straightforward but slow combina-
torially explosive recursion; computer time for evaluation
of such a generalized formula rises slightly faster than
exponentially with sequence length and is already imprac-
tical for the sequences of only 20 hydrogen bonds. To
overcome this computational problem, we apply a simu-
lated annealing minimization to obtain an alignment of 2
structures on the basis of relationships alone. We then use
this information in the calculation of residue-by-residue
weight matrix elements w]; that contribute to the overall
weights W;; defined in eqn (1).

In fact, several alignments of relationships for the same
pair of structures are obtained, since the simulated
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annealing minimization does not guarantee the global
minima. This then allows a calculation of an element-by-
element weight matrix %" with scalars U7; that count how
many times elements 7 and j from the 1st and 2nd protein,
respectively, were matched. Superscript r stands for the
types of relatlonshlp used in the alignment. The weight wj;
for relationship r is then given by:

r T
ro__ Umax Ui,j
ij = Ur s

max

S

where Uy, is the largest element of matrix %".

Simulated annealing was first introduced by Metropolis

et al. (1953) for simulation of thermodynamic systems. A
- useful introduction may be found in Kirkpatrick et al.
(1983).

A simulated annealing algorithm for an alignment of 2
sequences of relationships will now be described in
detail. We begin by simplifying the sequence of elements
engaged in any relations into a sequence of “bits”’, where
every bit participates in precisely one binary relation.
Four attributes are then needed to describe each binary
relation in this sequence: the type of relation, the type of
bits, the strength of relation and the orlglna] element
indices of bits. The simplification is carried out in several
stages (Fig. 4). First, each element is split into a number
of bits: exactly one bit for every underlying binary rela-
tion of this element. This also means that every element
that is not a member of any relation is omitted from the
sequence of bits. Second, every bit is assigned a binary
relation (Step 2 in Fig. 4). Observe that the notation of
bits still keeps track of the element origin of each bit.
Third, the sequence of bits from the 2nd step is trans-
formed into the sequence of binary relations. This means
that the numbering scheme indexes relations and not bits,
the index is increased every time the first of the bits in a
binary relation is passed over when going from the first to
the last bit in a sequence (Step 3 in Fig. 4). It is these
simplified sequences of binary relations, not the sequences
of elements, which are actually compared in a simulated
annealing algorithm.

In order to use the combinatorial simulated annealing
technique we must specify 4 parts of its framework (Figs 5
to 7). The 1st part is the configuration space (Fig.5),
which is defined by all possible alignments of the 2
sequences of binary relations. Every alignment is symbol-
ized by 1 point in the configuration space and is con-
veniently represented by a configuration vector. It should
be noted that, if the bits ¢ and j from the 1st bit sequence
form the kth binary relation, and if the bits m and » from
the 2nd bit sequence form the Ith binary relation, and if
one matches bits ¢ and m, then bits j and n are auto-
matically equivalenced too. If the 2 sequences have N,
and N, binary relations (i.e. they are 2 x N, and 2 x N, bits
long), then every alignment can be represented by the N,

dimensional vector V. The ¢th component of the con-

figuration vector, V;, specifies the index of the relation in
the 2nd sequence that is equivalent to the ith relation in
the 1st sequence. If V; is 0, then the ith binary relation
and its 2 bits from the 1st sequence have no equivalents in
the 2nd sequence. There are only 2 constraints in our
definition of the configuration vector. First, there can be
any number of zeros in V, but every positive integer must
occur at most once, i.e. we allow only for 1:1 equiva-
lences. Second, the positive integers V; must rise with an
index 1, i.e. relations have a sequential order.

The 2nd part of the combinatorial simulated annealing
framework includes the moves in the configuration'space

——~

7/ N
(1) Sequence of m

elements L1 [2l3T4a]57T6]

(2)  Sequence of MQ\\

bits [Ja] w[ 1c]2a]3a[3b] 5a]6a]

Original 112 3 3 5 6
elements

(3) Sequence of =X~
binary relations [ 1] 2 [ 3] 112[3|4‘41
Original | | 1 2 3 3 5 6
elements

Figure 4. The st step in simulated annealing align-
ment of 2 sequences of relationships: the simplification of
the sequence of elements, into the sequence of bits. The
distinction between an element and a bit is that an
element can be engaged in any number of any type of
relationships, whereas a bit is only involved in one binary
relationship. The continuous and broken lines connecting
elements and bits represent 2 types of relationship. For
further description see Methods, section (c)(ii).

(Fig. 5). The moves change the configuration vector from
one allowed state to another allowed state. We define 3
kinds of move. The 1st is an insertion. This is achieved by
substituting null V; with a positive integer larger than its
left, and smaller than its right, non-zero neighbour,
respectively. The 2nd move is a deletion. This is achieved
by substituting the non-null ¥; with a 0. The 3rd move is a
combination of a deletion and an insertion in this order.

The 3rd part of a simulated annealing is a function to
be minimized. In general, the most parsimonious com-
parison can be that which minimizes the following

Configuration space and configuration vector (o)

Configuration
space

A move in configuration space

Sequences of relations to be aligned:
Na

1 2[3]1]2 3|4I4
Configuration v [ZToT4] 5x LL—J 2SI s 4] 3 .

vector l‘lll2l$|£l~’-|2]l|5|5|
! 2 Nb

(b)

Moves in configuration space Examples:
(1) Insertion [Vp<3]
(2) Deletion [vy<—0]

(3) Deletion and insertion [V4 <=0 and V,<-3]

Figure 5. Definition of a configuration space, a con-
figuration vector and moves in the configuration space in
the simulated annealing procedure. (a) A configuration
vector describes the alignment of 2 sequences of relation-
ships. A configuration space is defined by all possible
states of the configuration vector (dots in the circle repre-
sent all alignments). A sequence of relationships is
obtained from the last step in Fig. 4. The broken lines
between the 2 sequences of relationships indicate the
equivalences. (b) Definition of moves in a configuration
space that change the state of a configuration vector and
thereby the alignment as well. An assignment of j to V,
(i.e. an insertion) ean occur if V; is 0 and the left and right
non-zero neighbours of V; are smaller and larger than j,
respectively. An assignment of 0 to V; (i.e. a deletion) can
occur if V; is larger than 0.
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function P:

if V,>0

if V;=0, (19)

Na
p=Y {Rwi
-1 !

where N, is a number of binary relations in the lst bit
sequence and R;; is an element of a distance matrix #
which is proportional to the difference between the ith
and jth binary relation of the lst and 2nd bit sequence,
respectively. R;; is defined on the basis of the binary
relation type, bit types and strength attribute and
generally assumes values between 0 for identical relation-
ships and 1 for dissimilar relationships. A constant 1 has a
role of a gap-penalty and is arbitrary as long as it is in a
context of the R;; scale. R;; can be larger than 1 if the
equivalence of the relationships ¢ and j is to be avoided
more than is a gap.

Note that the definition of the configuration space and
the moves is extremely simple. However, the consequence
is that it allows for alignments of binary relations that are
not meaningful (Fig. 6). There are 2 reasons for this. To
describe the 1st we have to introduce the “equivalence
line” term. The equivalence line is a line connecting 2
equivalent bits from the 1st and 2nd bit sequence,
respectively. Every binary relation equivalence is repre-
sented by 2 equivalence lines. Imagine now the alignment
as a set of all equivalence lines between the 2 sequences,
the 2nd one aligned below the 1st. Then the 1st drawback
of the simple configuration vector definition will be mani-
fested in a possibility for crossings of the equivalence lines
(Fig. 6). The 2nd drawback originates in the 1st simplifi-
cation step where the elements were broken down into
bits (Fig. 4). As a result, alignments are possible where the
bits from a single element of the 1st sequence are equiva-
lenced to bits from several elements in the 2nd sequence
and vice versa (Fig. 6).

For these 2 reasons, the function that is actually mini-

mized is not the simple function P, but a related function
b

Na /' the number of crossings over the
E=P+ax . . s
=1 \ 2 equivalence lines of the relation 1
Vigo

+hx § number of seq. 2 elems. with bits
£\ equivalent to bits of elem. ¢ of seq. 171

+ N number of seq. 1 elems. with bits 20
/= \ equivalent to bits of elem. ¢ of seq. 27! (20)

The additional 2 terms can be viewed as constraints that
force the solution to avoid the 2 undesired features
described above. The parameters a and b are weights
measuring the relative importance of these 2 constraints
terms. Parameters N¢ and Ny are the numbers of equiva-
lenced elements (elem.) that contribute bits to the 1st and
2nd sequence (seq.), respectively.

The 4th and last slot of the simulated annealing tech-
nique to be filled in is the annealing schedule, which tells
us how the actual minimization is carried out. It is
described in the flowchart of Fig. 7.

In general, there may be a large number of different
alignments each corresponding to one of the many local
minima with approximately global minimum score. This
indicates that the probabilistic representation of the
alignment may be a more accurate description of the
equivalences between the 2 sequences of binary relations.
This can easily be obtained by repeating the simulated
annealing minimization, each time with a different

Constraints in function E:

(1) M
i Tl . o Intersections of equivalence
lines are not desired
(2) Element: I An sxample of undesired
Bit: [~rTco] \ ple of undesire
0 situationin H-bonds
Bit: [N Tcol ] col alignment

Element: 3 4

Figure 6. Definition of constraints terms in the energy
function of the simulated annealing optimization. (1) The
thick horizontal line represents the sequence of elements,
the thin line stands for a relationship and the broken line
indicates the equivalence. The 1lst constraint then
prevents violations of a “progression rule” which states
that, for elements ¢ and & from the 1lst sequence and
elements j and ! from the 2nd sequence, if element ¢ is
equivalenced to element j, if element k is equivalenced to
element ! and if k is greater than 4, then also ! must be
greater than j. (2) The 2nd constraint prevents situations
such as that shown, where the amide and carbonyl group
of the same residue in the lst sequence are equivalenced
to the amide and carbonyl groups that belong to 2
different residues in the 2nd sequence.

random seed, counting how many times the ¢th bit from
the 1st sequence was equivalenced to the jth bit of the
2nd sequence and storing the results into the (2 x N,) by
(2 x N,) bit frequency matrix 4.

The pairs of bits with high B;; values are more certain
to be real equivalences than those pairs with lower values.
If there is an uncertainty in some assignments it is indi-
cated by a distribution of occurrences over the possibili-
ties. Subsequently, the chances of random noise spoiling
the alignment are smaller. It may also be noted that the
inability to obtain the global optima in simulated
annealing minimization is not critical, since the compari-
son of protein structures is founded on the parsimony
principle and every solution with a score close to the
global minimum should be helpful.

The last step of the simulated annealing method
consists of converting the bit frequency matrix 4 into the
element frequency matrix %*:

2Na 2Np

U:,i,e'j = Z Z Bij- (21)

i=1 j=1

Indices ¢; and e; are element indices of the ith and jth bit
from the 1st and 2nd bit sequence, respectively. The
similarity matrix elements Uj; are then transformed into
distance weights wj; (eqn (18)) that are used directly in the
dynamic programming procedure (eqns (2) and (3)).

It may be noted that this simulated annealing
algorithm, being a generalization of a type of Needleman
& Wunsch (1970) comparison, can align structures on the
basis of a number of relations as well as properties at all
levels of hierarchy simultaneously. Properties and hier-
archy aspects could be introduced by modifying the #
matrix according to the information in the #  matrix,
which would be computed without the relations terms
(eqn (1)). However, we have not used this approach
because the computer time required would be prohibitive
when trying to accomplish simultaneous alignment of
several structures (section (e), below), the explicit treat-
ment of gap penalties (section (d)(i), below) and the
numerous runs of the computer program to obtain align-
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Initialize: configuration

vector V, energy £
and temperature 7;

Generate a random
move and compute
corresponding AE

exp(—AE/T)>ran(0...

Apply the move
toV; E=E+AE

No. of succ. moves >N
or
No.of cycles>NT

Figure 7. A block diagram of the simulated annealing
minimization. In our implementation of simulated
annealing optimization (Kirkpatrick et al., 1983) the
energy function is defined in eqn (20). A configuration
vector and possible moves are defined in Fig. 5. One starts
by initializing the configuration vector V, which repre-
sents the pairwise alignment of 2 sequences of relation-
ships, by setting all elements of V to 0. Additionally, the
energy corresponding to this alignment is calculated and
the temperature 7' is also set to some initial value (usually
070). Then, the double loop of applying random
changes to the alignment is entered. This double loop
consists of the outer loop where, in every cycle, the
temperature is decreased by a predetermined factor
(usually 0-90) and of the inner loop where the random
moves are generated and possibly applied to the con-
figuration vector. In the inner loop, a corresponding
energy change is calculated for every randomly generated
move. This energy change is then subjected to a semi-
random rest depending on the magnitude and sign of the
change and on a current temperature (ran(0...1) is a
function returning a value for a random variable evenly
distributed between 0 and 1). If the test is passed the
move is applied to the alignment vector V. The inner loop
exits either when it is executed more than N™ times
(usually 150 times the number of elements in V) or when
the number of accepted moves is more than N™ (usually
15 times the number of elements in V). The double loop is
terminated when no changes to V are made in the last 2
temperature cycles or when temperature falls below a
preset cutoff (usually 0-20). In short, the schedule of
simulated annealing minimization consists of proposing a
large number of random moves that may or may not be
accepted. As the process continues, the unfavourable
changes that increase the energy are less and less
frequently accepted, as opposed to the changes that
decrease the energy, which are always accepted. This
process leads, one hopes, to the minimum of the energy
function. Our implementation of the simulated annealing
schedule follows suggestions by Press et al. (1986). succ.,
successful.

ments corresponding to different relative weighting of
individual features.

In the application of the simulated annealing algorithm
to the alignment of hydrogen bonds, a single amino acid
residue is an element. The residues are subdivided into
carbonyl and amide groups, which are the bits of the
simulated annealing algorithm. The relation weight
matrix £ describing the differences between the 2
sequences of binary relations is constructed from the
following Table of weights:

CO..NH NH..CO

CO..NH 0 1
NH..CO 1 0

where the 1st CO or NH group in the descriptor of the
hydrogen bond type has a lower sequence number than
the 2nd group. The weights a and b for the constraints in
eqn (20) are 1-5 and 0, respectively.

When the hydrophobic contacts are aligned, the
residues are elements that are subdivided into bits in such
a way that every bit accounts for 1 hydrophobic contact.
The weight matrix elements R;; are all 0.

(d) Structural comparisons
(i) Patrwise comparison

The residue-by-residue weights W;; from eqn (1) can be
used directly in the sequence alignment algorithm of
Needleman & Wunsch (1970) to obtain the comparison of
2 protein structures.

The problem of the optimal alignment of 2 sequences as
addressed by the algorithm of Needleman & Wunsch is as
follows. We are given 2 sequences of elements and an
M x N weight matrix #°, where M and N are the numbers
of elements in the 1st and 2nd sequence. The weight
matrix is composed of weights W;; describing differences
between elements i and j from the 1st and 2nd sequence,
respectively. The goal is to obtain an optimal set of
equivalences that match elements of the 1st sequence to
the elements of the 2nd sequence. The equivalence assign-
ments are subject to the following ‘“‘progression rule”: for
elements ¢ and & from the 1st sequence and elements j and
I from the 2nd sequence, if element 1 is equivalenced to
element j, if element & is equivalenced to element ! and if &
is greater than 4, then ! must also be greater than j. The
optimal set of equivalences is that with the smallest score.
The score is a sum of weights corresponding to matched
elements, also increased for occurrences of non-
equivalenced elements (i.e. gaps). For a detailed discus-
sion on this and related problems, see Sankoff & Kruskal
(1983).

We will summarize the dynamic programming formulae
used in our programs to obtain the optimal alignment,
since they differ slightly from those already published
(Sellers, 1979; Gotoh, 1982). The recursive dynamic
programming formulae that give a matrix & are:

P ;
Di’j = min Di—l,j—1+ W.,;
ij
Py jtu (22)

i JPui-1+9(1)
= i,j-1T14g
@y = min {Qi,j—l +u,
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where g(I) is a linear gap penalty function:
gl) = uxl+w. (23)

The uppermost formula in eqn (22) is calculated for
t=M and j=N. Variable ! is a gap length and para-
meters » and v are gap penalty constants.

The arrays 2, 2 and 2 are initialized as follows:

Dyo= {0, 1<e

g(i), e<i<N
D, .= 0, jS@
©I790), e<j<N 20
P o=@ o=, i=12,.., M

Py;=Qo;=00, j=1,2,... N,

where parameter e is the maximal number of elements at
sequence termini that are not penalized with a gap
penalty if not equivalenced. A segment at the terminus of
length e is termed an overhang. Note: there is a difference
from the method of Gotoh (1982) in the initialization of
the 2 and 2 arrays.

The minimal score d, y is obtained from:

dy, vy = min (D; y, Dy j), (25)

where i=M, M—1,..., M—eand j=N,N—1,...,N—e
to allow for the overhangs. The equivalence assignments
are obtained by backtracking in matrix 2. Backtracking
starts from the element D; ;=d y.

(e) Multiple structural comparisons

In the discussion given in the previous section, we have
assumed that the 3-dimensional structures would be
compared in a pairwise manner. However, such pairwise
comparisons of several related proteins may not be self-
consistent, i.e. the following transitivity rule can be
broken. If residue o from protein 4 is equivalent to
residue b in protein B, which in turn is equivalent to
residue ¢ in protein C, then the residue a from protein 4
must also be equivalent to residue ¢ from protein C. This
property is not always attained in the set of usual pair-
wise comparisons relating a group of similar proteins. For
this reason we proceed by simultaneously aligning all
structures.

Recently, several methods for efficient multiple
sequence alignment have been described (Hogeweg &
Hesper, 1984; Barton & Sternberg, 1987; Feng &
Doolittle, 1987). The essence of these approaches is in the
way of overcoming the computationally too exhaustive
dynamic programming algorithm for finding the global
minima of the multiple alignment. We adopt here a
combination of these approaches.

The procedure is divided into 2 parts. In the lst
module, a dendrogram is constructed from pairwise com-
parisons of protein structures. Alternatively, a tree can be
specified in a subjective way based on a priori knowledge
about the relationships between the proteins of interest.
The 2nd part then involves a stepwise incorporation of
proteins, as imposed by the tree topology, into the grow-
ing multiple alignment.

(i) T'ree construction

The comparison program described above is used to
compute scores for all N(N —1)/2 pairwise comparisons of
N proteins in a group. These scores are represented in a
symmetrical N x N distance matrix that can be used
directly as the input to a dendrogram-constructing
program. We use the program KITSCH from the clus-
tering package PHYLIP (Felsenstein, 1985). This

program is based on the procedure by Fitch & Margoliash
(1967), which constructs the tree by minimizing the
Y jl(di;—t:;)?/d7], where d;; is a distance for a pair (1, j)
from an input distance matrix and ¢; is the corresponding
distance obtained from a tree. Additionally, the sums of
the branch lengths from the root of the tree to each of the
leaves are constrained to the same value.

(i) Alignment

The alignment procedure follows the tree structure,
from the tips of the branches to the root. First, the 2 most
similar proteins are aligned using the pairwise procedure
described in section (d)(i), above, to give the lst sub-
alignment. Then either the 3rd protein is compared with
the 1st sub-alignment or the 2nd most similar pair of
proteins is compared in the usual pairwise way. Which of
the 2 alternatives will be realized depends on the actual
tree topology. Suppose the latter is the case and the tree
then implies that the 2 already aligned pairs have to be
joined next. This is again accomplished with the standard
pairwise alignment technique (section (d)(i), above),
except that the weight matrix #” is defined by averaging
the differences between the 2 groups of already aligned
structures. In general, when 2 sub-alignments have to be
compared, the weight matrix element W; is defined by:

1 o ona Wil’l;" if 2 residues are compared

W L=
Yomgxn, ,;1 =1 § #" xu if a residue and a gap (26)
are compared
0 if 2 gaps are compared.

Indices i and j are indices of the 2 positions compared, for
the 1st and 2nd sub-alignment, respectively. Subscripts ¢’
and j' are true indices for residues from proteins ! and %,
occupying sub-alignment positions ¢ and j, respectively.
W% is an element of a familiar weight matrix #~ defined
in eqn (1) for a pairwise comparison of proteins [ and k.
Parameter u is the lst gap penalty constant (eqn (23))
and «™ is a scaling factor (usually 2) that favours the
alignment of gaps with gaps if greater than 1. Parameters
ny and n, are the numbers of proteins in the 1st and 2nd
sub-alignment, respectively. This definition of a weight
matrix for a multiple comparison also allows the use of
information from a pairwise alignment of relationships.

If the number of all proteins is N, N —1 alignments
must be made to obtain the final multiple comparison. It
may be noted that once an equivalence or gap is intro-
duced it is not changed in later stages.

The tree-like addition of proteins (Hogeweg & Hesper,

1984; Feng & Doolittle, 1987) implemented here is

contrasted to its special case, a simple sequential addition
(Barton & Sternberg, 1987). The rationale behind this
choice is that the most similar structures, and therefore
the ones that are compared most accurately, are aligned
first. In addition to a better alignment of similar struc-
tures, this also results in improved performance in later
stages, since superior sub-alignments are used. Our
experience is that the tree-like addition performs slightly
better than the simple sequential addition, especially
when one aligns a group of proteins with a wide range of
similarities.

(f) Classtfication of protein structures

Following the approach of Johnson et al. (1989, 1990),
we use the multiple structural alignment (section (e),
above) to derive the classification of the aligned protein
structures.

We begin with a calculation of the matrix of distance
scores for all pairwise combinations of the proteins in a
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Table 3
Structures of aspartic proteinases used for the comparison
Brookhaven No. of Domain Resolution R-factor
Protein code residues boundary (A) (A) Reference
Endothiapepsin 4APE 178,152 174-175 2:1 016 Blundell et al. (1985)
Rhizopuspepsin 2APR 178,147 178-179 1-8 0-14 Suguna et al. (1987)
Penicillopepsin 2APP 174,149 174-175 1-8 014 James & Sielecki (1983)
Porcine pepsin + 174,152 174-175 2-0 0-18 Cooper ef al. (unpublished results)

1 A code for pepsin structure used here is PEP.

group. We consider 2 types of pairwise distance scores.
They are both obtained from the pairwise alignment
implied by the multiple alignment. The 1st score, ¢, is
obtained by summing the weights W;; (eqn (1)) that relate
the residues equivalent in the pairwise comparison. The
2nd type, o, includes gaps and is defined by the sum of ¢’
and the gap penalties for the gaps (but not overhangs) in
the pairwise alignment. Both scores, ¢’ and o/, are then
normalized to give e and a; ¢’ is divided by the number of
equivalent residues in the pairwise comparison and o' is
divided by the number of positions in the pairwise align-
ment (excluding overhangs). The final pairwise distance
scores that are then used in the clustering procedure are:

E=-100xIn(1—e/D,) 27)
A4 =—-100xIn(1—a/D,),
where D, is a comparison score for 2 unrelated proteins.
We obtain this score by summing contributions from the
features that were used to calculate the scores e and a.
The contribution from any property is approximated by
an average of the normalized residue-by-residue weights
for the property (see eqn (2) for the definition of these
weights). The 2nd type of contribution to the parameter
D, is associated with relationships and is obtained for
every type of relationship from the simulated annealing
alignment of 2 random sequences of relationships.

The matrix of pairwise distances is then used in

the program KITSCH from the PHYLIP package
(Felsenstein, 1985; section (e), above) to calculate the
dendrogram that describes the classification of proteins
considered.

Trees that classify different aspects of protein structure
can be obtained by calculating pairwise scores £ and 4
from different combinations of protein features. This is
achieved by including in eqn (27) the element-by-element
weights W;; (eqn (1)) recalculated with the desired scaling
factors p/. Thus, features more variable in evolution, such
as sequence identity, can be used for classification of
similar proteins, and conserved features, such as hydrogen
bonding, can be used for more divergent structures.
Conversely, the clustering can also be used to infer the
variability of a given protein feature in evolution.

(g) Protein structures

Protein structures from 3 protein families were used in
this study to demonstrate the utility of the procedures
described in the previous sections. These proteins include
10 serine proteinases of both mammalian and microbial
origin, amino and carboxyl-terminal lobes of pepsin
and 3 fungal aspartic proteinases and 6 mammalian,
vertebrate, insect and plant globins. All structures, except
for porcine pepsin (J. B. Cooper et al., unpublished
results), were taken from the October 1988 release of the

Table 4
Structures of serine proteinases and globins used for the comparisons
Brookhaven No. of Chain R-factor

Proteins code residues identifier = Resolution (&) Reference
Serine proteinases:

Bovine a-chymotrypsin 4CHA 239 A 168 023 Tsukada & Blow (1985)

Porcine elastase 3EST 240 — 1-65 017 Meyer et al. (1988)

Bovine trypsin (orthorhombic) 2PTN 223 — 1-55 0-19 Walter et al. (1982)

Rat tonin 1TON 227 — 1-80 0-20 Fujinaga & James (1987)

Rat mast cell protease 3RP2 224 A 1-:90 019 Reynolds et al. (1985)

Porcine kallikrein 2PKA 232 A B 2:05 0-22 Bode et al. (1983)

Streptomyces griseus trypsin 18GT 223 — 170 0-16 Read & James (1988)

8. griseus proteinase A 2SGA 181 — 1-50 013 James et al. (1980)

§. griseus proteinase B 38GB 185 E 1-80 013 Read et al. (1983)

L. enzymogenes a-lytic proteinase 2ALP 198 — 1-70 013 Fujinaga et al. (1985)
Globins:

Human deoxy haemoglobin a-chain 2HHB 141 A 17 0-16 Fermi ef al. (1984)

Human deoxy haemoglobin B-chain 2HHB 146 B 17 016 Fermi et al. (1984)

Sea lamprey haemoglobin V 2LHB 149 — 2:0 0-14 Honzatko et al. (1985)

(ecyano/met)
Sperm whale deoxy myoglobin 3MBN 153 — 2:0 023 Takano (1977)
Chironomous thummi thummi 1ECD 136 — 14 0-19 Steigemann. & Weber (1979)
erythrocruorin
Lupinus luteus leghaemoglobin 1LH1 153 — 2:0 — Arutyunyan et al. (1980)
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Brookhaven Protein Data Bank (Bernstein et al., 1977).
For protein names, codes, resolutions, crystallographic
R-factors, original references and division of aspartic
proteinases into individual lobes, see Tables 3 and 4.
No ligands, domains and subunits were included in calcu-
lation of residue accessibilities for any of these families.

(h) Computer programs

Programs were written in Fortran 77 on a micro
VAX IT minicomputer running a VMS operating system
and on a personal microcomputer running a UNIX
system. A typical alignment of hydrogen bonding
patterns of 2 aspartic proteinase lobes using the simu-
lated annealing procedure takes roughly 30 min of micro
VAX II central processor unit (c.p.u.) time and 5 min on a
personal microcomputer (Intel 80386 processor, 80387 co-
processor running at 25 MHz and 8 MB RAM). Multiple
comparison of 8 aspartic proteinase lobes using the
dynamic programming algorithm (Fig.11) takes about
12 min of micro VAX IT ¢.p.u. time. The same comparison
takes 4 min on the microcomputer. These statistics do not
include the time required for calculation of solvent acces-
sibilities, definition of secondary structures and multiple
least-squares superposition of C* atoms.

3. Results and Discussion
(a) The comparison method

The overall organization of the comparison
program, COMPARER, is shown in Figure 8 for the
first two levels in the hierarchy of the size of the
protein building blocks: amino acid residues and
secondary structure segments. At both levels, there
are properties and relationships, including the
spatial ones, between the elements of structure
(Table 1). In fact, the level of structure is a measure
of the simplification in the structural description. In
larger, more complex proteins it may be useful to
include an even higher level of structure by identi-
fying motifs or domains; this will be particularly
important if the program is used to make an auto-
matic classification and clustering of all known
protein structures.

The comparison of proteins using COMPARER
involves several stages. In the first step, the
elements of protein structure to be used in the
comparison are defined. Additionally, various
features associated with these elements must be
recognized and the differences between these
features defined. In the second stage, the segments
such as a-helices and f-strands and features such as
solvent accessibilities and hydrogen bonds are
computed for all proteins to be aligned. In the third
stage, the relationships are aligned in a pairwise
manner using a simulated annealing procedure for
all pairs of proteins. In the fourth stage, the weights
obtained from the relationship alignments and from
the differences in properties are merged to give the
residue-by-residue weight matrix that is finally used
in the familiar Needleman & Wunsch (1970) type of
dynamic programming procedure to obtain a pair-
wise or a multiple alignment of proteins in question.

The scheme in Figure 8 emphasizes the dualistic

COMPARER
S

Definition of Definition of
residues sec.str.elem.
y—

Residue Residue Element Element
properties relations properties relations
definitions definitions| Broten definitions definitions

| structures
and sequences
SA ALG. SA ALG.
(residues) (segments)

Relations
terms

Properties Relations Properties
terms terms terms

Weight mat.
(res x res)

DP ALG.
(residues)
Pairwise

or multiple
aligment

©

Figure 8. A block diagram of COMPARER. One starts
with a definition of the elements (elem.) and the levels of
protein structure that may be considered in the compari-
son. In this scheme, only residue and secondary structure
(sec. str.) levels are indicated, although the diagram could
easily be extended to the right to include higher levels,
such as motifs, as well. The 2nd step is the definition of
protein features, such as solvent accessibility, residue
type and hydrogen bonding, which may be used in the
comparison. These 2 steps are general definitions and do
not concern specifically the proteins to be aligned. Next,
the data on specific proteins are included and used to
calculate the properties and relationships weights w]].
These weights are then used in eqns (1) to (3) and possibly
(26) to obtain the residue-by-residue weight matrix #;
either for a pairwise or a multiple comparison. Whereas
the calculation of weights for properties is straightforward
(Methods, sections (b)(i) to (b)(xiii)), the definition of
weights for relationships requires the simulated annealing
procedures (SA ALG.) (Methods, section (c)). Finally, the
dynamic programming algorithm (DP ALG.) is applied on
the weight matrix #~ to derive the pairwise or multiple
alignment of proteins on the basis of features selected for
the derivation of the weight matrix #.

nature of COMPARER. The most straightforward
application is for the comparison of proteins.
However, COMPARER can also be used to test
hypotheses about the conserved aspects of protein
structure. More precisely, since the input to the
program consists of a series of hypotheses about
conserved aspects of protein structure (i.e. defini-
tions of elements, properties and relationships at
several levels of protein structure), an evaluation of
the final alignment with respect to a reference align-
ment provides a test for variability and conserva-
tion of the protein aspects used in the comparison.
This is important for knowledge-based protein
modelling, since it is the manipulation of the
conserved properties and relationships of protein
structure that leads to the prediction of the
structure for the sequence of the unknown.

To illustrate and clarify this second and more
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fundamental aspect of COMPARER, we show in
Figure 9(a) to (f) six different representations of
three protein structures that share the same fold:
the amino-terminal lobes of endothiapepsin and
penicillopepsin and the carboxyl-terminal lobe of
endothiapepsin. While sequence identity between
the amino-terminal lobes is 589, the similarity
between any of the amino-terminal lobes and
carboxyl-terminal lobe is not statistically significant
at the level of 30 (Johnson et al., 1990).

All representations in Figure 9(a) to (f) describe a
protein, but each of these representations concen-
trates on a different aspect of protein structure.
Thus, in Figure 9(a) the amino acid sequences of the
three lobes are shown. This characterization of
protein sequence is then modified by associating
with every residue a hydrophobicity index and plot-
ting this parameter (not the residue type as in a
previous Figure) against the residue number
(Fig. 9(b)). This representation shows more clearly
the variation of hydrophobicity along the chain
than does the primary structure (Fig.9(a)). Note
that in both characterizations the resemblance of

amino-terminal lobes is evident, whereas the simi-
larity between either of the amino-terminal lobes
with a carboxyl-terminal lobe cannot be observed
either by eye, or by rigorous statistical analysis of
sequence alignments (Johnson et al., 1990).

In Figure 9(c) the hydrogen bonding plots are
shown: these plots were obtained by placing a
marker at co-ordinates (7,5) of the symmetrical
N x N distance plot if residues 7 and j are in a
hydrogen bonding relationship (see Methods for a
definition of a hydrogen bond); the filled square is
used if an element ¢ is an amide group and an empty
square is used if an element ¢ is a carbonyl group.
The high conservation of hydrogen bonding
patterns, as inferred from the comparison between
all three lobes, suggests that the alignment of
proteins that can incorporate information about the
hydrogen bonding connectivities may also be
successful for distantly related proteins. Distance
plots of another type are shown in Figure 9(d); these
are the hydrophobicity contact plots that were
obtained by putting a marker at the element (¢, §) of
the distance plot if residues ¢ and j are in the



4APE-N

4APE—-C

200

LA B B B S B B S S LA A S S B B S B wa

160

120

2APP—N

200

160

120

80

- e
‘t
. .
- /e
t . ey - LK) )
- K3 F] .
- -t . 4
s n
L. . H
r :
L 1 1
" )
i v -~ - :.
F 1t .
i " K -
..
i L 1 1 L 1 1 L 1 1 L 11 1 L 1 1 L Il

80

120

160 200

(d)

e e e o - .t
. l: |;- N
.2 - FP B § - T . :
- -
. . . L . I+ . . . .
- . . - ) I._
". . I ) Y4 '.\ .
- - : . . - |‘. .. ~. - . 1]
IF - <.
: \ R i
.. ; IL BN LT
LI ] Ve . .:u . : . H .
. /: . . N L i . .: [ .
) .. L C
. -« " (S . - .- ”
40 80 120 160 200 O 40 80 120 160 _ 200




Comparison of Proteins 419

Figure 9. Different aspects of a protein that can be used simultaneously in the COMPARER to obtain the pairwise or
multiple alignment. Three structures are selected as examples: amino-terminal lobes of endothiapepsin and
penicillopepsin and carboxyl-terminal lobe of endothiapepsin. Each panel, (a) to (f), focuses on a different feature or
aspect of the 3 lobes. The alignment from Fig. 10 was used to emphasize similarities between the lobes by introducing
appropriate gaps. (a) Amino acid residue sequences. Three numbering schemes are adopted: the 1st line contains the
alignment positions, the 2nd line contains the pepsin residue numbering for the amino-terminal lobe and the last line
contains the pepsin numbering for the carboxyl-terminal lobe. Positions equivalenced by MNYFIT are indicated by
stars, positions where all 3 residue types are identical are designated by an exclamation mark and those positions where
all 3 residue types belong to one of the conserved groups (T, ), (V,L, 1), (W, Y, F), (N, D) or (Q, E) are flagged by an
arrow. For protein codes see Table 3. (b) Surrounding hydrophobicity plot. The hydrophobicity for each residue is
plotted as a function of the alignment position. For designation of conserved positions see above. (c) Hydrogen bonding
plot. A square is placed at the position (i, §) if residues ¢ and j are hydrogen bonded. An empty square is used if residue ¢
is a carbonyl group and residue j is an amide group; otherwise, a square is filled in. For the definition of a hydrogen bond
see Methods, section (b)(iii). (d) Hydrophobic contacts plot. A square is placed at the position (4, j) if residues ¢ and j are
in a hydrophobic contact. For the definition of a hydrophobic relationship see Methods, section (b)(iii). (e) C* backbones.
(f) Helices, p-strands and extended segments superposed on the C* backbones. The equivalent elements have the same
indices. Thick lines are used for elements that occur in both the amino and carboxyl-terminal lobes. Segments with no
equivalent counterparts are in thin lines. For the definition of the segments see Methods, section (b)(xiv).
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hydrophobic relationship as defined in Methods. The
comparison of the plots for the two amino-terminal
domains suggests that the precise nature of the
hydrophobic contacts is not a particularly
conserved feature in protein evolution. This
becomes even more clear from a comparison of the
plots for any of the amino-terminal lobes with the
carboxyl-terminal lobe plot.

Next, Figure 9(e) shows the C* backbones of the
three lobes. While the similarity between amino-
terminal lobes is apparent, the amino and
carboxyl-terminal lobes are very different. The
distortions, rotations and translocations of
secondary structure elements occur while preserving
the general relationships between them (i.e. a fold),
indicating that a simple and straightforward rigid-
body superposition will fail while the more flexible
method incorporating only local conformations may
still work. While all previous Figures concentrated
on the residue level in the protein hierarchy, Figure
9(f) shows the constellation of secondary structure
elements and amplifies the view that proteins are
hierarchical entities, consisting of segments of
secondary structure that in turn consist of residues.
The arrangement of secondary structural elements
emphasizes the relative translations and rotations
that were evident from comparison of C* backbones.

Figure 9(a) to (f) also shows a basic difference
between the comparison of properties and relation-
ships. Whenever the properties are compared, the
relevant protein representation assumes the form of

the sequence (for example, a sequence of residues.

and a sequence of C* positions). In contrast,
whenever relationships are considered, the relevant
representation of the protein must assume the form
of a two-dimensional plot. With this representation,
the problem of the alignment of relationships can be
reformulated as the question of what are the
minimum numbers of column and row pairs to be
deleted from the two compared plots that lead to
the exact match between the two plots. A relation-
ship intrinsically contains more information than a
property: the information that two residues are
hydrogen bonded to each other is more useful for a
comparison than the information that each of the
two residues is involved in a hydrogen bond with an
unspecified partner.

To test the ad hoc choice of protein features
(Table 1) and the algorithms developed here for
their use in obtaining the alignment of distantly
related proteins, we have used three protein fami-
lies: aspartic proteinase lobes (8 lobes), serine
proteinases (10 proteins) and globins (6 proteins).
We addressed the question of which of the suggested
protein features are generally conserved in protein
evolution and therefore suitable for protein com-
parison using our method. At the more technical
level, we asked which values for parameters defined
in Methods (for example, feature weights p’, feature
cutoff values d/ and gap penalties w and v) are the
most appropriate for a comparison of proteins to be
used in protein modelling. This was achieved by the
trial-and-error process consisting of a semi-

automatic variation of parameters and comparison
of results with reference alignments. The detailed
analysis of a number of additional alignments, as
well as a more systematic optimization of the most
influential parameters (feature weights p/ and gap
penalties), will be published in a separate paper.

(b) The alignments

(i) The aspartic proteinases

The aspartic proteinases are a family of mono-
meric f-sheet proteins consisting of two lobes whose
sizes are approximately 175 for the amino-terminal
and 150 residues for the carboxyl-terminal lobe. The
pairwise sequence identity among the whole
enzymes, pepsin, endothiapepsin, penicillopepsin
and rhizopuspepsin, is roughly 409,. The aspartic
proteinases probably evolved from an ancestor
corresponding to a single lobe by gene duplication
and fusion events (Tang et al., 1978; Blundell et al.,
1979). Although sequence similarity between the
two lobes is not statistically significant (sequence
identity is between 8 and 149%,) 43 residues of the
amino-terminal lobe have topological equivalents in
the carboxyl-terminal lobe of the highly refined
endothiapepsin when the two lobes are superposed
by the program MNYFIT (Sutcliffe, 1987a).
However, Figure 9(c), which shows the hydrogen
bonding plots for the endothiapepsin amino and
carboxyl-terminal lobes, demonstrates that more
than 43 residues are topologically equivalent; it also
indicates that the hydrogen bonding relationships
are more robust indicators of topological equiva-
lence than a rigid body superposition. This observa-
tion influenced the approach taken here for
comparison of analogous structures.

The COMPARER alignment of eight aspartic
proteinase lobes is shown in Figure 10. In the com-
parison of the lobes of the same type, gaps are
associated only with loops and f-bulges. At this
level of similarity, there are virtually no differences
between the COMPARER alignment and careful
manual alignment of six fungal structures and over
40 sequences of other fungal, mammalian and viral
aspartic proteinases (J. P. Overington, unpublished
results).

On the other hand, the alignment of the amino
with the carboxyl-terminal lobes shows large
changes between the two folds. These changes
include substantial differences in the lengths of
secondary structure elements as well as an insertion
of a helix 109-113 (pepsin numbering) in the amino-
terminal lobes. Comparison of the COMPARER
alignment with the alignments by Overington
(unpublished results), Blundell et al. (1979) and by
Pearl & Taylor (1987) shows a major difference in
only one region, which starts at residue 42 and ends
at residue 87 (amino-terminal lobe numbering). In
the amino-terminal lobe, this region includes the
B-hairpin loop that covers the active site cleft and is
not present in the carboxyl-terminal lobe. However,
the dissimilarities in this part of the two folds are
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Figure 11. The stereo plot of the C* backbones of tonin (thick line) and a-lytic protease (thin line). The superposition
of these mammalian and microbial serine proteinases was obtained from the multiple least-squares fit of 10 serine

proteinases by the program MNYFIT.

such that none of the four alignments can be clearly .

favoured over the other three. The second large
difference between the COMPARER alignment and
the manual alignment by Overington is a two-
residue shift of a helix %, versus helix 4. In this case,
the COMPARER alignment is recognized as a
better choice, since the environments of the two
helices in the COMPARER alignment are more
similar.

(ii) The serine proteinases

The serine proteinases comprise a group of diver-
gent B-sheet proteins for which six mammalian and
four microbial three-dimensional structures have
been defined by X-ray analysis (Fig. 11). They have
been the subject of several comparative modelling
studies (McLachlan & Shotton, 1971; Greer, 1981)
and some mistakes have arisen as a result of the
difficulty in the alignment of mammalian with
microbial enzymes (for a discussion, see Delbaere et
al., 1975, 1979; James et al., 1978; Read et al., 1984).
The sequence identities are between 26 and 559 for
the pairwise comparisons within the group of
trypsin-like serine proteinases that includes six
mammalian enzymes and Streptomyces griseus
trypsin. The percentage identities within the group
of microbial serine proteinases (which includes the 3
remaining microbial enzymes) are 36 to 629.
However, sequence identity among the members
from the two groups is considerably lower at 15 to
199%. We have experimented with superposition
techniques (Sutcliffe et al., 1987a) in modelling the
serine proteinase domain of tissue-type plasminogen
activator (Overington et al., 1988) from the known
serine proteinases. Only 57 positions out of approxi-
mately 200 are found to be topologically equivalent
by multiple rigid-body superposition of all ten
structures.

The COMPARER alignment of seven trypsin-like
serine proteinases (Fig.12) is very close to the
proposed semi-manual structural alignments (James
et al., 1978; Read et al., 1984; Overington et al.,
1988). The differences are limited to the shifts of few

residues in the loop regions from one to the other
side of the gaps.

The COMPARER alignment of the three micro-
bial proteinases (Fig. 12) is also very similar to the
structural alignment by James et al. (1978).
However, in addition to the shifts of a residue or
two at gap boundaries, a loop segment at position
115 (chymotrypsinogen A numbering) is aligned
differently. Inspection of the three loops on a
graphics terminal shows that the conformations and
positions in space are so dissimilar that no
convincing alignment can be obtained.

The comparison at the lowest level of similarity in
the serine proteinase family, the alignment of the
trypsin-like with the microbial proteinases, is a
more challenging task. Nevertheless, in the
COMPARER alignment (Fig. 12) all strands are
aligned as suggested by Delbaere et al. (1979) on the
basis of structures of a-lytic protease and elastase.
However, apart from the shifts of boundary residues
in the gap regions, other differences between the
expert structural alignment (James et al., 1978) and
the COMPARER alignment do exist in the periph-
eral regions of the fold. The analysis of these differ-
ences gives some information about how the
alignment is obtained by COMPARER and an
expert. It must be noted, however, that some differ-
ences may be due to the improved quality of the
crystallographic analyses available now compared
to 1978.

The first four residues at the amino terminus of
the microbial serine proteinases are aligned (James
et al., 1978) with the amino terminus of trypsin-like
serine proteinases. Although there is a very
convincing residue type matching, the local confor-
mation, local environment and position in space for
residues from position 18 onwards and the absence
of the salt-bridge between the amino terminus and
Aspl94 in the microbial serine proteinases do not
justify the large gap at this site.

The second interesting difference between the
COMPARER comparison and that by James et al.
(1978) is in the alignment of the methionine loop
(residues 170 to 180). This region is a B-hairpin loop
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Figure 13. The stereo plot of the C* backbones of erithrocruorin (thin line) and the a-chain of human haemoglobin
(thick line). The superposition of these 2 insect and mammalian globins was obtained from the multiple least-squares fit
of 6 globins by the program MNYFIT. The 8 helices are labelled with upper-case characters.

in the microbial serine proteinases, but includes a
short helix in the trypsin-like serine proteinases. It
also occupies a different volume when the structures
are superposed. These two large differences result in
the inability to favour any of the two alignments
and imply that the alignment in this region is some-
what subjective.

The third significant difference includes the disul-
phide bridge between cysteine residues 191 and 220
in the trypsin-like serine proteinases. The alignment
by James et al. (1978) makes this disulphide bridge
equivalent to the disulphide bond C191-0220 in the
microbial serine proteinases. However, the rigid-
body superposition, local conformation and hydro-
gen bonding pattern lead COMPARER to make the
first cysteine (C191) from the trypsin-like serine
proteinases equivalent to the residue that is two
positions after the cysteine C191 in the microbial
serine proteinases; this is also recognized in the later
alignment of f-sheets by James’s group (Delbaere et
al., 1979). Having lost the structural equivalence of
the first cysteine residues in the two disulphide
bridges, the second cysteine residues do not have to
be aligned either, which is what happens in the
COMPARER alignment.

The last difference between the two alignments is
in the carboxyl-terminal region. This region is
a-helical in both groups of serine proteinases, except
that in the microbial serine proteinases the helix is
interrupted some five residues before the end of the
chain and makes a right angle turn towards the bulk
of the molecule. James et al. ( 1978) introduced a gap
in the trypsin-like serine proteinases that is within
the helices of both the microbial and trypsin-like
serine proteinases, whereas the COMPARER align-
ment does not have any gap in this region.

(iii) The globins

While the pairwise sequence identities of structur-
ally defined globins can be as low as 159,, all known
structures conform to the same fold consisting of
eight a-helices labelled A, B, C,D,E, F, G and H,
with the exception of some structures that are miss.
ing the small D helix (Fig. 13). Gaps and changes in
local conformation are always confined to the
regions on the periphery of the molecule, helix

termini and surface loops connecting the helices.
Nevertheless, spatial relationships between the
helices have changed considerably, resulting in the
differences of as much as 7 A and 30° in the relative
position and orientation of helices when homologous
pairs of helices are superposed (Lesk & Chothia,
1980). Consequently, the automated multiple rigid-
body superposition of whole structures using the
program MNYFIT (Sutcliffe et al., 1987a) finds only
15 equivalent C* atoms out of roughly 140 residues
(Fig. 14). On the other hand, careful manual align-
ment identifies 116 structurally equivalent positions
(Lesk & Chothia, 1980).

We compared six structures that include globins
of mammalian, vertebrate, insect and plant origin
to see whether the COMPARER is able to overcome
the problems inherent to the rigid-body super-
position. Since the main-chain hydrogen bonding
relationships are of little use for the alignment of
a-helical proteins, we were also interested in the
quality of the alignment obtained only from the
properties.

The COMPARER alignment is shown in Figure
14. The COMPARER alignment is virtually iden-
tical with the alignment by Bashford et af. (1987);
the differences are limited to loop regions where
shifts of one or two residues from one side of a gap
to another occur.

(iv) The summary of the alignments

On the whole, it can be concluded from the align-
ments of three protein families that COMPARER is
suitable for the automated comparison of rather
divergent protein structures and that it can mimic
human criteria for deriving the most parsimonious
alignment. The key role is played by the hydrogen
bonding information that, together with the equiva-
lences from the rigid-body superposition, provides a
greater number of anchor points from which the
alignment is extended on the basis of other features,
Thus, the equivalences between what one intui-
tively sees as framework regions are easily identi-
fied, even if large rigid-body shifts have occurred.
The fraction of the whole fold that may be aligned
with some confidence is probably larger than in any
other comparison method published so far.
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However, the quality of the COMPARER align-
ment in divergent loop regions still cannot be
properly assessed, primarily because no reliable

reference alignments exist. It is possible that loop -

regions will have to be compared after an alignment
of framework regions is fixed. Additionally,
different features, weighting schemes and guiding
trees may have to be used for the variable regions to
obtain the desired alignments.

(¢) Clustering of protein structures

The first systematic clustering of protein struc-
tures was described by Eventoff & Rossmann
(1975). They constructed dendrograms based on
structural features alone to describe distant phylo-
genetic relationships among the mononucleotide
and dinucleotide binding proteins. In this paper,
however, we are concerned principally with the
clustering of proteins to assist in selection of appro-
priate structures for modelling.

Recently, Johnson et al. (1989, 1990) have shown
that a useful structural pairwise distance metric can
be defined from fractional topological equivalence
and root-mean-square deviation, as calculated by
least-squares superposition. They also show that
this distance measure correlates well with the
sequence metric. Our procedure extends this
approach by reflecting in the classification addi-
tional structural and sequence features. Moreover,
since these features can include relationships such as
hydrogen bonding patterns, which are known to be
conserved in evolution, structures that bear little
similarity in other respects can be compared at
statistically significant levels.

Figure 15 shows the classification of six globin
structures based on the same features that were
used to obtain the multiple alignment in Figure 14.
This tree is identical in topology with the tree
obtained on the basis of primary structure and
similar to the tree from the rigid-body superposition
(Johnson et al., 1989, 1990). Such structural trees
can be used in conjunction with the sequence-based
trees to select automatically appropriate structures
and fragments for modelling the sequence of the
unknown fold (M. S. Johnson & T. L. Blundell,
unpublished results).

(d) Generalized topological equivalence

" A consequence of using COMPARER for protein
comparison is that the definition of the topological
equivalence does not seem to be as straightforward
as in the rigid-body superposition. For the super-
position, topologically equivalent residues are
defined as residues in the superposed structures that
are within a certain distance of each other and obey
the “progression rule”’. The result of the rigidity of
this definition is a rapid decrease in the fraction of
topologically equivalent residues when comparing
more distantly related proteins (Johnson et al.,
1989). However, this is usually not due to a dis-
appearance of all similarities between the regions

l 2HHB~a
i 2HHB-B
2LHB
3MBN
IECD
ILHI
— 1 ] 1 1 1 1 1 1 1
40 30 20 10 o)
Distance

Figure 15. The classification of globin structures. The
tree was constructed by the program KITSCH from the
PHYLIP package as described in Methods, section (e).
The same combination of features that was applied to
calculate the multiple alignment in Fig. 14 was also used
to derive this tree. The standard deviation for this tree is
+59,.

that are not equivalenced. For example, the strands
@, b, ¢ and r of amino and carboxyl-terminal lobes of

" the aspartic proteinases (Fig. 9(c), (e) and (f),

segment labels 1, 2, 21 and 22, respectively) retain
equivalent hydrogen bonds, display the same
general disposition and have a similar role in the
whole structures, although the majority of C*
positions are too different to: be identified as
topologically equivalent by the MNYFIT program.
The reduction in the fractional number of topo-
logically equivalent residues is especially dis-
advantageous  for knowledge-based  protein
modelling where procedures for building equivalent
regions are easier to devise (Sutcliffe ef al., 1987a)
than those for modelling the non-equivalenced
regions. Therefore, a generalized, more flexible defi-
nition of topological equivalence is required.
Clearly, such a definition should be based on several
different types of information and should not be
limited only to the positional co-ordinates of the C*
atoms. It is also apparent that topological equiva-
lence is not a discrete variable with only “yes” and
“no” values; it is a variable with a continuum of
values ranging from the most similar to the most
different for every position in the alignment of two
or more structures. Thus, we define the degree of the
topological equivalence in any feature f for any
position in the alignment as the mean of the norma-
lized residue by residue weights "w]; for all pairwise
residue comparisons at this position (Fig. 10). Varia-
bility histograms are obtained by plotting the
degree of topological equivalence as a function of
the alignment position. In this paper, the same
features on which the alignment is based are used to
derive these variability histograms (Fig. 10).
Variability histograms are a simple represen-
tation of the variability and conservation of
features in the given family fold. As such, they
should prove to be useful in the analysis of invari-
ants of protein structure. They are also helpful in
assessing the quality of the alignment in a parti-
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cular region of a family fold, since the quality is
proportional to the local similarity of compared
structures.

(e) Conclusions

A protein alignment method was developed that
allows for systematic inclusion of a number of
different types of information into the comparison
of proteins. Most notably, relationships, as opposed
to properties, are used for the first time in the
automated derivation of topological equivalence. In
addition, proteins can be treated as hierarchical
entities; thus, information from different levels of
protein structure can be considered in the
alignment.

The comparison method has proved to be
successful in the alignments of relatively dissimilar
proteins from three families: globins of mammalian,
vertebrate, insect and plant origin, aspartic protein-
ase lobes and mammalian and microbial serine
proteinases.

The alignment approach described here facilitates
an extensive structural comparison of all related
proteins and motifs in the Brookhaven Protein Data
Bank. From these alignments, some rules of protein
structure can be inferred and used both for
modelling by homology and for improving the
comparison method itself.
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