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Accuracy of Sequence Alignment and Fold Assessment
Using Reduced Amino Acid Alphabets
FranciscoMelo11* and Marc A. Marti-Renom2

1Departamento de Genética Molecular y Microbiologı́a, Facultad de Ciencias Biológicas, Pontificia Universidad Católica de
Chile, Santiago, Chile
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ABSTRACT Reduced or simplified amino acid
alphabets group the 20 naturally occurring amino
acids into a smaller number of representative pro-
tein residues. To date, several reduced amino acid
alphabets have been proposed, which have been
derived and optimized by a variety of methods. The
resulting reduced amino acid alphabets have been
applied to pattern recognition, generation of consen-
sus sequences from multiple alignments, protein
folding, and protein structure prediction. In this
work, amino acid substitution matrices and statisti-
cal potentials were derived based on several re-
duced amino acid alphabets and their performance
assessed in a large benchmark for the tasks of
sequence alignment and fold assessment of protein
structure models, using as a reference frame the
standard alphabet of 20 amino acids. The results
showed that a large reduction in the total number of
residue types does not necessarily translate into a
significant loss of discriminative power for se-
quence alignment and fold assessment. Therefore,
some definitions of a few residue types are able to
encode most of the relevant sequence/structure in-
formation that is present in the 20 standard amino
acids. Based on these results, we suggest that the
use of reduced amino acid alphabets may allow to
increasing the accuracy of current substitution ma-
trices and statistical potentials for the prediction of
protein structure of remote homologs. Proteins 2006;
00:000–000. © 2006 Wiley-Liss, Inc.

Key words: statistical potentials; sequence align-
ment; fold recognition; reduced amino
acid alphabets

INTRODUCTION

The configuration of a protein chain is determined by its
primary sequence, which is a linear and asymmetric
polymer made of combinations of the 20 naturally occur-
ring amino acids. Protein structure and function are
determined by their sequences and the surrounding envi-
ronment. Therefore, the complex sequence of amino acids
of a protein encodes for its diversity and specificity.
Because different amino acid types share similar physico-
chemical properties and can be naturally substituted
between protein sequences of the same family,1 there have

been several attempts to reduce the naturally occurring
amino acid alphabet.2–9 The problem lies on finding the
proper grouping of amino acids that retains most of the
information necessary for the integrity of the structure
and function of proteins. During the past years, several
theoretical works have suggested that the minimum num-
ber of amino acid types needed to encode for native
proteins is less than 20.2,4,10–12 In addition to this, some
experimental works have demonstrated that engineered
proteins with a reduced alphabet are able to preserve their
fold and function. The Baker group, determined a stable
and properly folded protein domain using a significantly
reduced amino acid alphabet.4 In this work, Baker and
coworkers demonstrated that the SH3 fold could be pre-
served despite of the substantial reduction from 20 to 5
amino acid types for most of residues of the protein
sequence. In a similar work, Stroud and coworkers de-
signed a four-helix bundle protein of 108 residues long
with a reduced alphabet of seven amino acid types.2

The most simplistic reduction of the amino acid alphabet
described to date consists on the definition of two residue
types, which is known as the hydrophobic-polar or HP
model.13,14 Other reductions have been proposed, by using
a variety of different approaches to derive reduced amino
acid alphabet representations. These approaches included
genetic code mutations and optimization of hydrophobicity
scales,3 clustering of amino acids based on the pairwise
similarity of distance-dependent energy terms from statis-
tical potentials5 and from amino acid substitution matri-
ces,6 minimization of mismatches between standard and
reduced amino acid substitution matrices,7 maximization
of secondary structure prediction ability,8 and local back-
bone conformation clustering of amino acids.9

Grant sponsor: FONDECYT; Grant numbe: 1051112; Grant Spon-
sor: Fundación Andes; Grant number: 13600/4; Grant sponsor: DI-
PUC; Grant Number: 2004/01PF.

*Correspondence to: Francisco Melo, Departamento de Genética
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Most of the reduced amino acid representations have
been derived based on common physicochemical properties
shared by different amino acids. These properties include
hydrophobicity scale, size, flexibility, and common chemi-
cal groups present at the residue side chains.1 Although
these observations have a solid ground, the three-
dimensional context where the residues are observed
within a protein structure cannot be neglected. This is
particularly true if the reduced amino acid alphabet is
going to be applied to protein structure prediction.

A first objective in this work was to derive a new optimal
and simplified amino acid alphabet based only on struc-
tural information. A second objective of this work was to
compare the overall performance of several reduced amino
acid alphabets (against the standard alphabet) in the
areas that constitute a major component of current protein
structure prediction methods: sequence alignment and
fold assessment. To that end, based on several reduced
protein amino acid alphabets of four and five residue types,
we derived similarity matrices for sequence alignment and
statistical potentials for fold assessment. The performance
of the reduced amino acid alphabets were independently
evaluated and compared to the full standard amino acid
alphabet using a large set of known protein structures.

In the Methods section, we begin by describing the
reduced amino acid alphabets used in this work; next, we
describe the procedure used to generate a new optimally
reduced amino acid alphabet of five residues; the bench-
marking criteria and the reference sets used in the bench-
mark. In the Results, we assess the accuracy of the
reduced alphabets in sequence alignment as well as fold
assessment of protein structure models. Finally, we con-
clude by discussing the varying performance of the re-
duced amino acid alphabets for sequence alignments and
fold assessment.

METHODS
Amino Acid Alphabets

In addition to the standard amino acid alphabet of 20
residue types15 (JO20), several reduced alphabets were
also used in this work (Table I). These alphabets can be
categorized in three different groups: (1) optimally reduced
alphabets previously generated by others and available in

the literature, (2) an optimally reduced alphabet gener-
ated in this work by a genetic algorithm-based optimiza-
tion, and (3) a set of randomly reduced alphabets to be
used as a low-bound reference assessment frame. The
single criterion adopted to select reduced alphabets from
the literature was that they should have four or five
residue types, because experimental work indicates that
optimally reduced alphabets of about five residue types
encode a large fraction of the original information that is
present in the standard alphabet.4

Three previously described reduced amino acid alpha-
bets of about five residue types were considered in this
work. These included two amino acid alphabets of five
residue types by Wang and Wang7 (WW5) and by Solis and
Rackovsky9 (SR5), and a four amino acid alphabet by
Murphy and coworkers6 (MU4). The WW5 alphabet was
optimized from the knowledge-based contact potential of
Miyazawa and Jernigan16 by minimizing the mismatches
occurring between reduced matrices and the original
Miyazawa and Jernigan matrix.7 The SR5 alphabet was
generated by minimizing the structural information loss
(or maximizing the information gain) of collapsed alpha-
bets in a large set of 4-mer peptides extracted from known
protein sequences.9 The MU4 alphabet was derived by
maximizing the correlation between pairs of amino acids,
based on the values of the BLOSUM5017 similarity ma-
trix.6

In addition to these existing alphabets, a new optimal
alphabet of five residue types was generated and tested
(MM5). This alphabet was derived by optimization with a
genetic algorithm using structural information from re-
mote homolog proteins (below).

Finally, 100 randomly reduced alphabets of five residue
types (RD5) were generated as a lower bound reference
frame. A detailed description of these random alphabets is
available as supplemental material (http://protein.bio.
puc.cl/protein-alphabets.html).

Generation of a Reduced Alphabet by Optimization
with Genetic Algorithms

A genetic algorithm (GA) is a search technique to solve
optimization problems. In a GA, abstract representations
of candidate solutions (called individuals) encoded in

TABLE I. Amino Acid Alphabets

ID Alphabet description
Number of

types Reference

JO20 A-C-D-E-F-G-H-I-K-L-M-N-P-Q-R-S-T-V-W-Y 20 15

WW5 AHT-CFILMVWY-DE-GP-KNQRS 5 7

SR5 AEHKQRST-CFILMVWY-DN-G-P 5 9

MU4 AGPST-CILMV-DEHKNQR-FYW 4 6

MM5 AG-C-DEKNPQRST-FILMVWY-H 5 This work
RD5 100 randomly reduced alphabets 5 This worka

Each amino acid alphabet is described splitting the different amino acid types by a dash character.
For clarity, and to simplify comparison, amino acid type clusters are sorted alphabetically based on
the 20-letter code of the standard amino acid alphabet.
aDue to space restrictions, the 100 random alphabets are available as supplemental material.

2 F. MELO AND M.A. MARTI-RENOM
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artificial chromosomes (strings of numbers in a computer),
evolve toward optimal solutions in a given number of
iterations (generations). At each iteration of the algorithm,
a fitness that measures how well the individual solves the
particular problem is calculated. Chromosomes evolve by
using several types of operators of natural evolution,
which include inheritance, mutation, selection, and recom-
bination. The initial population consists of random indi-
viduals that evolve to the next generation by applying the
GA operators and by biasing the selection of individuals by
their calculated fitness. After a new generation is created,
the fitness of all the population is evaluated and a set of its
fittest individuals will contribute to the next generation/
iteration of the algorithm.18

As a training set for the GA optimization, a total of 180
structural pairwise alignments were selected from the
SCOP database19,20 based on the following criteria: the
pairwise sequence identity between the structurally aligned
sequences was below 20% and the two aligned structures
had more than 100 aligned residues with a global RMSD
within 2.5 Å after optimal superposition. We then removed
all gaps (i.e., insertions and deletions) from the alignments
and concatenated them into a single pairwise alignment
that resulted in a total of 25,140 pairs of structurally
aligned residues. This long pairwise alignment constituted
the training alignment for the genetic algorithm opti-
mizer. Additionally, the residues in the training alignment
were shuffled, generating random alignments of the same
composition as the training alignment.

A genetic algorithm with chromosomes encoding for re-
duced amino acid alphabets was trained to maximize the
difference between the pairwise sequence identities occur-
ring in the training and the random alignments. The genetic
algorithm had a constant population of 1000 chromosomes.
Each chromosome was constituted of 20 genes arbitrarily
representing a standard amino acid residue. Given a chromo-
some, the training and random alignments were translated
from the standard 20 amino acid alphabet to the reduced
alphabet that it encoded. Then, the sequence identity in the
training and random alignments was calculated and its
difference used as a fitness function of the chromosome
adaptation. The genetic algorithm used elitism in each cycle,
the evaluation was carried out using linear normalization,
and the Roulette wheel parent selection method was adopted
for the parent selection process previous to each reproductive
step.18 The reproduction process was carried out using
double point crossing over and a rate of 1% chance per
chromosome for the occurrence of mutation events after
reproduction. This optimization protocol led to a five-residue
amino acid alphabet with a fitness score of 23.8% (58.1%
sequence identity in the training alignment minus a 34.3%
sequence identity in the random alignment) after 100,000
iterations. The algorithm was executed for 100 independent
runs, converging to the same final grouping of amino acids in
the optimal chromosome for most of the cases. A list contain-
ing the alternative near-optimal alphabets along with their
fitness scores is available as supplemental material (http://
protein.bio.puc.cl/protein-alphabets.html).

Calculation of Reduced Amino Acid Substitution
Matrices

A series of amino acid substitution matrices based on
each of the reduced amino acid alphabets were built to
evaluate their accuracy in sequence alignment. The math-
ematical derivation of the reduced amino acid substitution
matrices was carried out from the Johnson and Overington
(JO) frequency matrix15 as follows: first, let i and j be the
indexes of two standard amino acids ranging from 1 to 20.
Let i� and j� be the indexes of a reduced amino acid
alphabet ranging from 1 to R, where R is the total number
of amino acid types in the reduced alphabet. Thus, any
amino acid type index i� and j� will be constituted by a set
of one or more indexes from the standard alphabet, such
that the union of the i� or j� sets will generate the total set
of indexes i or j, respectively. For each reduced alphabet,
the frequency matrix F was calculated as follows:

F�i�,j�� � �
i�1

20 �
j�1

20

JO�i,j� � i,j � i�, j�

where JO(i,j) represents the observed frequency in the JO
substitution matrix for the amino acid pair ij.

Second, the frequency matrix was converted into a
probability matrix P by:

P�i�,j�� �
F�i�,j��

�
j��1

R

F�i�,j��

where R is the total number of residue types. Third, the
probability matrix P was converted to the odds matrix O
by:

O�i�,j�� �
P�i�,j��

� �
i��1

R

F�i�,j��

�
i��1

R �
j��1

R

F�i�,j���
Fourth, a scaled log-odds matrix L was calculated:

L�i�,j�� � 100 � log10�O�i�,j���

Fifth, the scaled log-odds matrix was converted to a
similarity matrix S� by the following procedure: the mini-
mum value of the matrix was selected, the sign of it
changed, and added to each element of the matrix. Thus,
the matrix values were converted to the range [0 . . .N],
where N is a positive value. Finally, the reduced similarity
matrix S� was converted back to the 20 � 20 standard
residue similarity matrix S by applying an inverse proce-
dure as the one described above in the first step of the
matrix calculation process:

S�i,j� � S��i�,j�� � i,j � i�,j�

REDUCED AMINO ACID ALPHABETS 3
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We also generated a scaled and converted standard
amino acid substitution matrix from the JO original
frequency matrix.

Sequence Alignment

The ALIGN command in the MODELLER program21

was used to align two sequences by global dynamic pro-
gramming algorithm.22 All default parameters were used,
and only the substitution matrix and the optimal gap
penalties were changed for each run. The optimal gap
initiation and extension penalties for each substitution
matrix were empirically calculated by maximizing the
average structural overlap for the training set of 118
pairwise structure alignments (below). The optimization
was carried out in a grid of values spanning from �400 to 0
in steps of 20, and from �100 to 0 in steps of 5 for the
initiation and extension gap penalties, respectively. The
optimal gap penalties for each amino acid substitution
matrix based on the reduced alphabets, including the most
observed values for the 100 matrices based on the ran-
domly reduced alphabets, are listed in Table II. Individual
optimal gap penalties for each of the 100 random matrices
are available as supplemental material at: http://protein.
bio.puc.cl/protein-alphabets.html.

Statistical Potentials for Fold Assessment

Distance-dependent statistical potentials based on each
amino acid alphabet were calculated to evaluate their accu-
racy in the assessment of comparative protein structure
models. A total of 532 nonredundant protein chains from the
Protein Data Bank (PDB)23 were used to derive the statisti-
cal potentials. This set excluded any protein structure with
duplicated or missing atoms. All proteins in the set shared
25% or less sequence identity among them and had a
resolution higher than 3.0 Å.24 The statistical potentials
were calculated as previously described by Sippl,25 but using
the optimal parameters obtained in our recent work.24 The
following expression was used to calculate the potentials:

	Eij�l� � RT ln�1 � Mij
� � RT ln�1 � Mij

fij�l�
fxx�l��

where Mij is the number of observations for the atomic pair
ij and corresponds to:

Mij � �
l�1

n

f�i,j,l�

where @ is the weight given to each observation. We have
used @ � 1/50 as proposed by Sippl,25 such that on 50
observations fij(l) and fxx(l) have the same weight for the
calculation of 	Eij(l). The term fij(l) is the relative fre-
quency of occurrence of the atomic pair ij in the class of
distance l and corresponds to:

fij�l� �
f�i,j,l�

Mij

where fxx(l) is the relative frequency of occurrence of all the
atomic pairs in the class of distance l, and can be expressed
as:

fxx�l� �

�
i�1

n �
j�1

n

f�i,j,l�

�
i�1

n �
j�1

n �
l�1

n

f�i,j,l�

The temperature was set to 293 K, so that RT is
equivalent to 0.582 kcal/mol.

Based on the energy obtained by the potentials de-
scribed above, an energy Z-score of a model from the
benchmark set of models was calculated for each of the
newly derived statistical potentials. The energy Z-scores
were calculated for the statistical potential energy of a
model, using the mean and standard deviation of the
statistical potential energy of 200 random sequences with
the same composition and structure of the model as
previously described.24

Benchmarking Criteria

The accuracy of an alignment was measured by relying
on the aligned native structures extracted from the PDB.23

First, the root-mean-square deviation (RMSD) between
the corresponding C� atoms in the two structures was
calculated upon rigid-body least-squares superposition, as
implemented in the SUPERPOSE command of MOD-
ELLER.21 Second, the percentage of structurally equiva-
lent positions was calculated as the number of the C�
atoms within a certain cutoff (i.e., 1, 2, 3, 4, and 5 Å, and
their average) normalized by the length of the shorter of
the two structures (“structure overlap”). Unless indicated
otherwise, the structure overlap quoted is the average over
all cutoffs. A statistical analysis of the differences between
alignment accuracies of various methods was also per-
formed. For this analysis, the alignment accuracy of a
method was measured independently by the RMSD and
the structural overlap after superimposition, both calcu-
lated as average accuracy for the 220 pairwise alignments
in the testing set. The significance of the differences was
computed using the Student’s t-test statistics.26

TABLE II. Optimal Gap Penalties for the Amino Acid
Substitution Matrices

ID Initiation gap penalty Extension gap penalty

JO20 �280 �50
WW5 �80 �25
SR5 �180 0
MU4 �180 0
MM5 �140 0
RD5† �80 0
aIn the case of randomly reduced alphabets (RD5), the most observed
initiation and extension gap penalties are shown. The exact penalty
values for each random alphabet are available as supplemental
material.
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The performance of classifiers based on the statistical
potential Z-scores as a single feature was assessed by means
of receiver operating characteristic (ROC) curves as previ-
ously described.24 An ROC curve is obtained by plotting the
false negatives fraction against the corresponding false posi-
tives fraction for all cutoffs on the energy Z-score. The area
under the ROC curve represents the probability of incorrect
classification over the whole range of cutoffs. This area is
usually taken to be an important index because it provides a
single measure of overall accuracy that is not dependent
upon a particular feature threshold. The optimal classifica-
tion threshold was also obtained for each statistical potential
energy Z-score as the value where the highest positive
prediction rate was observed.

Training and Testing Sequence Alignment Sets

Because our aim was to assess the accuracy of reduced
amino acid alphabet matrices for aligning two sequences,
the reference alignments were pairwise structure-based
alignments. They were obtained from our comprehensive
database of pairwise structure-based alignments, DBAli.27

The alignments in DBAli were calculated by superposing
all pairs of proteins of known structure in the PDB23 with
the program MAMMOTH.28 The 38,579 chains in the PDB
database (as of May, 2003) were clustered to remove
redundancy. The final set of 6993 nonredundant chains did
not superimpose to each other with a global RMSD smaller
than 2 Å, had less than 80% of their Ca atoms within 4 Å
and a difference in length larger than 30 residues. We
randomly selected 400 pairwise structure-based align-
ments from the nonredundant set of alignments, which
uniformly covered most of the spectra of sequence similar-
ity (from 20 to 100% sequence identity). To avoid errors in
the calculations of the accuracy of the alignments, all
pairwise structural alignments with a chain that corre-
sponded to an obsolete or incomplete PDB coordinates file
were removed from the list of 400 pairwise alignments.
The final pairwise alignments did not include regions of
the chains that were not structurally superimposable.
They included only those positions that were superim-
posed, plus insertions and deletions, removing additional
parts of the chains such as long N- or C-terminal regions or

additional domains. Finally, the list was randomly divided
into two sets of alignments that maintained the uniformity
of the sequence identity distribution. This resulted in a
training set of 118 pairwise alignments that was used to
optimize the gap penalties for each of the substitution
matrices and a set of 220 pairwise alignments that was
used in the benchmark presented here. The PDB chain
identifiers, chain lengths, percentage sequence identities,
RMSD for the aligned C� atoms, average percentage of the
aligned C� atoms, and percentage of structurally equiva-
lent residues are listed separately for the training and
testing alignments in Supplementary Table I (http://
protein.bio.puc.cl/protein-alphabets.html).

Testing Set of Comparative Models

To benchmark the accuracy of the reduced amino acid
alphabets in protein structure fold assessment, we used a set
consisting in 800 3D models divided in 400 correct and 400
incorrect models.24,29 All correct models had a proper fold
assignment and were built based on a relatively accurate
sequence/structure alignment. Incorrect models either were
built using a wrong fold or built based on the correct fold, but
containing a large fraction of misalignments.

RESULTS

In an attempt to obtain optimally reduced representa-
tions of the standard amino acid alphabet that were
exclusively based on structural information, we developed
a new genetic algorithm (see Methods). The optimal solu-
tion evolved by the genetic algorithm consisted of a
reduced alphabet of five types of amino acids. This new
reduced alphabet, along with three other reduced alpha-
bets published elsewhere, the standard alphabet of 20
residues and 100 randomly reduced alphabets were consid-
ered and assessed (Table I).

First, we proceeded with testing the accuracy of the
alignments produced when using the amino acid substitu-
tion matrices based on the different reduced alphabets.
The testing was carried out with a benchmark set of 220
pairwise structural alignments. The benchmarking set
covered the whole range of sequence identity where pair-
wise alignments above 40% sequence identity may have

TABLE III. Alignment Accuracy

ID

All testing set (220) �40% Sequence Identity (55)

RMSD (Å) Structure overlap (%) RMSD (Å) Structure overlap (%)

JO20 1.39  2.45 80.0  21.9 2.39  3.62 70.4  24.5
WW5 1.45  2.46 78.9  22.7 2.58  3.52 66.8  25.9
SR5 1.28  2.14 79.7  21.5 1.88  2.84 69.5  23.1
MU4 1.43  2.46 79.2  22.2 2.46  3.57 69.4  24.9
MM5 1.40  2.40 79.1  22.2 2.37  3.42 67.8  24.5
�RD5� 5.00  6.61 73.0  26.7 7.15  5.57 50.5  28.9

Average and standard deviation of the structure-based accuracy criteria are shown for the testing set of
220 alignments and for 55 alignments with sequence identity lower than 40%. Structure overlap
represents the fraction of C� carbons that are found at less than 3.5 Å after optimal superposition of two
structures based on the pairwise sequence alignment generated. �RD5� represents the average perfor-
mance of 100 randomly reduced alphabets of five amino acid types each.
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been trivial to reproduce. To assess the accuracy of the
matrices with more difficult alignment pairs, we also
calculated the average RMSD for 55 alignments in the
testing set with sequence identities below 40%. The align-
ments obtained with the substitution matrix based on the
standard alphabet (JO20) resulted in an average 1.4 Å
RMSD after rigid superimposition of the two structures
(2.4 Å RMSD for the difficult alignments). Similar average
results were obtained with the other four nonrandom
reduced alphabet matrices. In particular, the SR5 matrix
produced the best alignments with 1.3 and 1.9 Å RMSD
averages for all and difficult alignments, respectively
(Table III). However, the differences observed between the
JO20 and the reduced matrices for the RMSD accuracy
measure were not statistically significant at a 95% confi-
dence level in the Student’s t-test [Fig. 1(A)]. The JO20 and
the reduced alphabets matrices overperformed the ran-
dom matrices (�RD5�) with statistical significance as dem-
onstrated by the Student’s t-test analysis [Fig. 1(A)]. The
JO20 standard matrix outperformed with statistical signifi-
cance all the reduced matrices (except matrix SR5) by �1%
for the structural overlap measure. All other matrices are
statistically more accurate than the random matrix but
cannot be distinguished among them [Fig. 1(B)]. The
difference between MM5 and JO20 is only 0.95% struc-
tural overlap. However, the fact that the differences are
favorable to the JO20 for most of the 220 pairwise align-
ments (171 of the alignments have equal or higher struc-
tural overlap and only 49 of them have a lower structural
overlap) makes the difference in structural overlap statis-
tically significant.

The discriminative power of statistical potentials based
on reduced amino acid alphabets was also tested. In this
benchmark, we assessed how much three-dimensional
information of native folds is retained when the number of
amino acids is reduced to five or four residue types. The
benchmark consisted in the evaluation of fold assessment
accuracy using a representative set of correct and incorrect
comparative protein structure models spanning a large
range of sequence length. The statistical potential energy
Z-score was the measure used to separate correct from
incorrect protein models. The statistical potential based on
the standard alphabet (JO20) shows the best classification
performance, irrespective of model size (Table IV). The
performance was evaluated as the total positive predictive
rate (percentage of correctly predicted cases) using the
optimal threshold for classification in a large set of correct
and incorrect protein models (800 models in total). The
complete set was separated into four subsets based on the
sizes of the protein models, which are shown in terms of
total number of amino acids. Each subset contains a total
of 100 correct and 100 incorrect models.

The positive prediction rate of reduced potentials for the
large models is only between 1 to 3.5% points lower than
the prediction accuracy of the JO20 potential. The major
differences in assessment performance are observed for
the very small models. It must be noted that, in general,
those reduced alphabets derived from structural features

of proteins (i.e., SR5 and MM5) lead to statistical poten-
tials with better performances than other reduced alpha-
bets. On the other hand, the potentials based on random
alphabets exhibit a poor performance, approximating what
would be expected from a random classification process.

When the performance of the statistical potentials was
assessed over the whole range of possible classification
thresholds (i.e., by means of receiver operating characteris-
tic or ROC curves), a clearer picture emerges (Fig. 2). The
JO20 potential had the highest specificity and sensitivity
among all potentials. In other words, it was the best
classifier irrespective of the chosen threshold. The MM5
statistical potential is the second best classifier for any

Fig. 1. Sequence alignment accuracies. Statistical significance of the
differences in the alignment accuracies of the tested matrices. Upper
diagonal: gray and white squares indicate pairs of matrices whose
performance are and are not significantly different at a confidence level of
95%, respectively. Lower diagonal: the intensity of gray indicates the
degree of the average difference between the corresponding matrices.
(A) The accuracy of a matrix is measured as the average RMSD after rigid
superimposition. (B) The accuracy of a matrix is measured as the average
structural overlap after rigid superimposition. �RD5� represents the aver-
age performance of 100 randomly reduced alphabets of five amino acid
types each.

6 F. MELO AND M.A. MARTI-RENOM

tapraid5/z7e-protein/z7e-protein/z7e00406/z7e2597d06g franklim S�5 12/30/05 8:31 Art: 20881

T3

F1

T4

F2



combined rates of false positives and false negatives. In
third place, SR5 and WW5 exhibit a similar performance.
The MU4 potential is the worst classifier for fold assess-
ment, among the potentials based on reduced alphabets
that were tested in this work. Finally, the reduced alpha-
bets based on a random clustering of residues show a poor
performance, comparable to that of a random classifier.

DISCUSSION

Several reduced amino acid alphabets have been de-
scribed for many applications. The simplest is the two-
letter amino acid alphabet, also known as the HP model.30

This reduced alphabet clusters hydrophobic and polar
residues into different groups and has been widely used to
study protein folding in simplified 2D and 3D lattice
models.13,31 Despite its extreme simplicity, this alphabet
probably describes the most important force that stabilizes
a native protein structure: the partition of polar and
hydrophobic residues that takes place in presence of

water. Moreover, it allows complete enumeration of the
sequence and structure spaces, a desirable property of a
model to study and simulate the kinetics and thermody-
namics of protein folding. However, in real-world applica-
tions, the HP alphabet is not accurate enough to properly
describe the complex native protein structures. We have
already demonstrated that the performance of statistical
potentials is highly compromised when using the HP
alphabet instead of the standard alphabet of 20 amino
acids.24 Although some arguments have been given that
support the idea that statistical potentials performance is
just a consequence of the partition propensity of residues
in water,32 this single argument does not account for the
large differences in accuracy that are observed between
the standard and the HP statistical potentials for fold
assessment of real protein structures.24 Therefore, substan-
tial reductions on the amino acid alphabet, which are not
as extreme as the HP model, could still be useful approxi-
mations. In this work, we have assessed the performance

TABLE IV. Fold Assessment Accuracy

ID
Very small
(0–50 AAs)

Small
(50–100 AAs)

Medium
(100–200 AAs)

Large
(�200 AAs) All

JO20 90.0 93.0 98.0 100.0 92.3
WW5 79.0 88.5 96.0 97.5 88.3
SR5 81.5 88.5 96.5 98.5 88.6
MU4 77.0 86.0 95.5 99.0 86.1
MM5 83.0 90.0 94.5 98.0 89.5
�RD5� 52.2  1.4 57.2  1.9 54.1  2.0 52.1  1.2 52.0  0.9

The accuracy of fold assessment of statistical potentials based on the reduced amino acid alphabets was
evaluated as the total positive predictive rate (percentage of correctly predicted cases) using the optimal
threshold for classification in a large set of correct and incorrect protein models. The complete set was
separated in four subsets based on the sizes of protein models. �RD5� represents the average performance
and standard deviation of 100 randomly reduced alphabets of five amino acid types each.

Fig. 2. Statistical potentials accuracies. ROC curves are used to assess the discriminative power of binary classifiers based on statistical potentials
derived by using different amino acid types. (A) The statistical potential using 20 residue types (solid squares) is compared against statistical potentials
based on optimally reduced alphabet definitions. The symbol correspondences are as follows: MM5 (open squares), SR5 (solid circles), WW5 (solid
diamonds), and MU4 (open circles). (B) The statistical potential using 20 residue types from panel A (dashed line) is compared against 100 statistical
potentials based on randomly reduced alphabet definitions (solid lines).

REDUCED AMINO ACID ALPHABETS 7

tapraid5/z7e-protein/z7e-protein/z7e00406/z7e2597d06g franklim S�5 12/30/05 8:31 Art: 20881



for sequence alignment and fold assessment of some
reduced amino acid alphabets and carried out a compari-
son against the standard alphabet. These two benchmarks
were chosen because they constitute essential core ele-
ments of any protein structure prediction method and are
also involved in other important applications such as
functional genome annotation.

Reduced amino acid alphabets can aid protein structure
prediction methods. On the sequence space, a 20-letter code
can generate a vast number of possible sequences, even for
very short proteins. On the structural space, adding several
conformations to each residue, the possible protein structure
conformations are even larger. In the simplest case (i.e., a
system described in a pairwise fashion), the accurate under-
standing of the energy forces governing the occurring interac-
tions begins with the description of 400 (20 � 20) or 210 (20 �
21/2) energy functions for asymmetric and symmetric interac-
tions, respectively. Each energy function, in turn, will re-
quire additional variables or parameters to be properly
described. To increase the accuracy of the energy functions, a
further dimensional growth of the matrix that represents the
system is required. Therefore, any statistical approach based
on known experimental data will need to fill in most of the
matrix bins to properly describe the system. Unfortunately,
because the experimental data is finite, in practical terms
there is a need to simplify the matrix used to describe the
system. Thus, reducing the amino acid alphabet would allow
a more detailed exploration of other properties in protein
structures that could become relevant but have not been yet
explored due to the outlined limitations. In this scenario, an
important question arises: what reduction of the amino acid
alphabet will allow us to describe with high accuracy the
energy forces that govern protein structure stability? The
answer to this question is ambitious, and it has not been yet
fully addressed in the literature. Here we tried to address
this question by studying the accuracy of sequence alignment
and fold assessment methods using optimally reduced amino
acid alphabets.

We first focused on the use of amino acid substitution
matrices derived from reduced alphabets to align two
sequences. Our intention was to assess how the reduction
of the amino acid alphabet affected the accuracy of the
alignments produced. The results of this work showed that
a small drop in accuracy is observed for sequence align-
ments generated with substitution matrices derived from
reduced amino acid alphabets. The reduced matrices still
encode enough information to outperform randomly gener-
ated matrices. The reduced similarity matrices could be
used as a starting point for incorporating additional
information into the alignment process. For example,
information derived from the 3D structure of one of the
aligned sequences, such as the environment-dependent
substitution matrices33 is likely to further improve the
utility of sequence-structure alignment in comparative
modeling applications. This additional information could
now be included and be computationally treatable over a
reduced number of amino acid types from 20 to just 5,

which translates into an overall reduction of matrix bins
from 210 to 15, respectively.

Second, we focused on the use of statistical potentials
derived from reduced amino acid alphabets to assess the
accuracy of protein structure models. One of the major
problems in deriving statistical potentials is the limited
size of the database of known protein structures and the
large number of parameters required to properly define an
interaction of two or more bodies in three-dimensional
space. This limitation could be overcome by reducing the
size of the amino acid alphabet. Thus, a more detailed
description of the interactions describing native protein
structures could be achieved. The fact that the statistical
potential based on the JO20 alphabet only clearly outper-
forms other potentials based on reduced alphabets for the
very small models, may suggests that a large number of
interactions is required to properly assess a protein model
when a potential based on a reduced amino acid alphabet
is used. This is in agreement with our previous observa-
tions, where the increase of the distance range of a
pairwise potential substantially improved its performance
when assessing very small models (i.e., the total number of
interactions is increased and more confidence is gained in
the total observed energy of the model).24

As it should have been expected before hand, the JO20
potential exhibited the best performance in model assess-
ment, irrespective of the sensitivity/specificity balance at
any given classification threshold. The potential based on
the novel MM5 alphabet was the second best classifier for
fold assessment. Then, the SR5 and WW5 potentials
exhibited an overall similar performance, although that
for high specificities the SR5 potential was more accurate.
Finally, the MU4 potential showed the worst performance
in fold assessment among all the reduced potentials tested.
However, it has been previously demonstrated that the
information content of amino acid alphabets decreases
when the total number of clusters or residue types are
reduced from five to four types.9,34 This may explain the
differences in accuracy observed for the potential based on
the MU4 alphabet compared to the other optimally re-
duced alphabets. Therefore, it is nearly impossible to fairly
compare reduced alphabets of different sizes. The poten-
tials derived from the JO20, MM5, and SR5 alphabets
show similar behavior and capabilities required for high
specificity (i.e., in automated and large-scale protein struc-
ture fold assessment that requires a good detection of false
positives). This finding suggests that potentials based on
optimally reduced alphabets with three-dimensional fea-
tures may exhibit an even higher specificity for automated
protein fold assessment, compared to the assessed poten-
tial based on the standard alphabet.

The differences for clustering amino acids into different
groups may explain the varying accuracy of potentials
based on different optimally reduced alphabets. For ex-
ample, the SR5 and MM5 alphabets cluster into different
groups of two structurally important amino acids such as
glycine and proline. The SR5 alphabet creates two sepa-
rate groups containing these residues as their unique
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members. In contrast, for the MM5 alphabet, glycine
clusters into a group with alanine, the second smallest
amino acid, and proline clusters within a large group
constituted of polar amino acids. It is somehow surprising
that WW5 and MU4 alphabets have glycine and proline
defined within the same cluster. In the case of WW5, these
two residues are clustered as unique members of their
group. The cysteine amino acid, also a structurally impor-
tant residue in proteins, is differentially clustered by the
optimally reduced alphabets. The MM5 alphabet clusters
this amino as the unique member of its group. The other
reduced alphabets cluster the cysteine amino acid in
groups containing hydrophobic residues. Most of the polar
and hydrophobic amino acids are clustered into different
groups, with the exception of the MU4 alphabet, which
clusters the hydrophobic residues into two different groups.
Therefore, most of the differences between the optimally
reduced alphabets arise from the partitioning of glycine,
proline, cysteine, and polar residues. Those differences
may partially explain the varying accuracy of reduced
alphabets for fold assessment. Some random alphabets
successfully clustered glycine, proline, and cysteine into
different groups, but none of them properly separated
hydrophobic and polar residues (supplemental material).

A significant reduction of the standard amino acid
alphabet to five or four different types did not result in a
substantial reduction of performance for sequence align-
ment and model assessment. Although varying perfor-
mances were observed, this is true for most of the opti-
mally reduced amino acid alphabets tested in this work.
This finding opens the possibility of expanding the descrip-
tion of the system to derive new amino acid substitution
matrices and statistical potentials. To mention some:
structural features such as secondary structure prefer-
ences could be added to the substitution matrices; statisti-
cal potentials would not be blind to the orientation be-
tween residues in three-dimensional space; distance-
dependence and secondary structure or local backbone
conformation could be considered simultaneously; three
body interactions could be better described by having
several observations of each particular state; etc. We will
certainly continue the exploration of some of these new
variables to seek for better methods that may prove useful
for protein structure prediction.

CONCLUSIONS

We have assessed the performance of reduced amino
acid alphabets for the tasks of sequence alignment of
remote homologs and fold assessment of protein structure
models. Residue–residue substitution matrices and statis-
tical potentials based on several optimally reduced alpha-
bets were calculated and tested using a large benchmark of
protein sequences and structures. Based on the results
obtained, we draw the following conclusions:

1. residue–residue substitution matrices and statistical
potentials calculated on the basis of optimally reduced
alphabets exhibit a similar performance as those based

on the standard alphabet in the tasks of sequence
alignment of remote homologs and fold assessment of
protein structure models.

2. The little loss of performance or accuracy of substitution
matrices and statistical potentials based on optimally
reduced alphabets is clearly compensated by the signifi-
cant reduction of matrix bins that is achieved (i.e., a
reduced alphabet of five residue types leads to a 14 or 16
times reduction of the total number of matrix bins, for
symmetric and asymmetric matrices respectively).
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AQ1: please fill in correct item “where @ is the weight given. . .

AQ2: please fill in the missing item “We have used @ � 1/50 .. .”
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